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Foreword 

This thesis attempts to set up a framework within 
which the set of skills, sensibilities and intel­
lectual disciplines that, taken together, consti­
tute the art of designing might be logically rela­
ted so as to form the basis of a science of design. 

^ No attempt is made here to distinguish between 
architectural, engineering and industrial design. 
Indeed, it is an essential element in the philos­
ophy underlying this thesis that the logical nature 
of the act of designing is largely independent of 
the character of the thing designed. By the same 
token, no attempt is made here to define 'good 

$ design'. The argument presented is concerned with 
the theory of navigating towards a chosen desti­
nation rather than with the identity or merit of 
the destination itself. 

A logical model of the design process is developed, 
and a terminology and notation is adopted, which is 
intended to be compatible with the neighbouring 
disciplines of management science and operational 
research. Many of the concepts and techniques 
presented are, indeed, derived from those disciplines, 
A primary purpose of this work is to provide a 
eoneeptual framework and an operational notation 

^ within which designers might \7ork and upon which 
ease study analyses might be based. 

The range of techniques and disciplines which might 
be employed at various stages in the conduct of a 
design project are referred to only in general terms. 
Different design problems, and different classes of 

* design activity, v;;ill call for different techniques 
and different emphases at various stages. There is 
no suggestion here that all design should be conduc­
ted according to a given formula - only that the 
logic of any design problem may be better perceived 
against the background of a common framework. 

In certain instances, the general form of the laws 
which are thought to connect certain phenomena 
common to most design problems is indicated. It 
is hoped that the logical model, terminology and 
notation presented will facilitate the accumula­
tion of the case study data, and the derivation of 

$ the more precise general laws, upon which an emer­
gent science of design must be based. 
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List of letters used as symbols 

\ 

A 
a 
B 
To 
C 
c 
D 
d 
E 
o 
F 

f 
G 

g 
H 
h 
I 
i 
J 

K 
k 
L 
1 
M 
m 

- a state of ? 

- a state of P 
- a context variable 
- a state of P 
- a. decision variable 
- a state of P 
- tho proper ty ' expediency ' 
- (Lficcrz a'fi'P 
- tho marginal cost fo of financing 
a proposal 

- some function of 

- a limiting state of D 

- a limiting state of D 

- a chosen state of D 

- an alternative chosen state 
of D 

- a state of C 
- an exemplar 
- a threshold state of P 
- an index of merit 
- a threshold state of P 

11 
n 
0 
o 
P 
p 

4 
q. 
R 

r 
S 
s 
T 
t 
U 
u 
V 
v 
W 
w 
X 
x 
Y 

y 
z 

- an identifying letter or number 
- a goal or objective 

- a property 
- a degree of fulfilment of 0 
- an incidental output 
- a degree of fulfilment of 0 
- the expected return %> on capital 

to be employed (rfSu*.c4ssfiu) 
- an importance rating 
- "Ke. o^oyao./*** /oss °/o OK. cey/yix/ . 
- a s t a t e of Q. <L*+tov«*(if tuSMfy 

- a va lue for M 

- the ideal state of P 

- the worst state of P 
- an exemplar 
- a resultant state of P 
- a proposed design 
- a resultant state of P 
- an exemplar 
- a degree of fulfilment of 0 
- an exemplar 
- a degree of fulfilment of 0 

c* 

Q - an index of probability 

\ , 



Definition of design 

•* 

1.1 The Shorter Oxford English Dictionary defines 
'design1 as follows3 

Design, sb. 
1.1 A plan or scheme conceived in the mind of 
something to be done; tho preliminary conception 
of an idea that is to bo carried into effect by 
action; a project. 2. Purpose, aim, intention. 
3. Tho thing aimed at. 4» Contrivance in accor­
dance with a preconceived plan; adaption of means 
to ends; pre-arranged purpose. 5« In a bad senses 
Crafty contrivance; an instance of this. 
II.1 A preliminary sketch for a work of art; the 
plan of a building or part of it, or of a piece of 
decorative work, after which the structure or 
texture is to be completed; a delineation, patt­
ern, 2. The combination of details which go to 
make up a work of art; artistic idea as executed; 
a piece of decorative work, an artistic device. 
3. The art of picturesque delineation and construc-
.tion. 

Design, v. 
1.1 To mark out; to indicate, 2. To designate 
(archaic). 3-. To appoint or assign (obsolete). 
4. To set apart in thought for someone. 54 To 
dostinato for a fate or purpose. II. (allied to 
Design, sb.l) 1. To plan, plan out. 2.. To purpose, 
intend. 3. To have in view. 4» intransitive and 
quasi-passive (usually with for)s To intend to go 
or start. III.(allied to Design, shell) 1a. To 
sketch, b. To trace the outline of, delineate. 
c. To make the preliminary sketch of; to make the 
plans and drawing necessary for tho construction of, 
2, To plan and execute; to fashion with artistic 
skill or decorative device, 3, intransitive; 
a. To draw, to sketch, b. To form or fashion a 
work of art; less widely, to devise artistic 
patterns. 

1.2 In popular usage the term 'to design' is employed Marginal ref. 1 
to mean 'to make the plans and drawings necessary 
for the construction of and 'to fashion with 
artistic skill or decorative device' indiscrimi­
nately over almost the whole field of man-made 
objects. The latter meaning is quite prominent, 
and in this usage an object is sometimes described 
as "having been designed", when it aspires to be 
aesthetically attractive; raid as "having not been 
designed", when it is not or does not aspire to bo 
attractive. 



1.3 In professional usage the term 'to design' is Marginal ref. 2 
employed to mean ' to plan1 or ' to make the plans 
and drawings necessary for the construction of 
in respect of almost OJIJ man-made phenomenon, for 
example 'to design a building, to design an infor­
mation storage and retrieval system, to design an 
experiment, to design (the visual side of) a 
television programme. 

Examples of the popular usage (' to fashion with 
^ artistic skill or decorative device') are also 

seen amongst professional usages, mostly in res­
pect of art-related objects such as pottery and 
jewellery. 

However, in professional usage, there is in the 
verb 'to design' an element of that which is implied 

^ by the dictionary definition 1.1 of the substantive 
'design'. That is to say, an element of 'to 
conceive in the mind a plan or scheme of something 
to be done'; 'to conceive an idea that is to be 
carried into effect by action'.- although this 
does not appear in the dictionary definition of 

. the verb. 

1.4 The Feilden Report on engineering design defines Marginal ref. 3 
mechanical engineering design ass 'the use of 
scientific principles, technical information and 
imagination in the definition of a mechanical 
structure, machine or system to perform pre-

.% specified functions with the maximum economy 
and efficiency1. 

The Feilden Report also defines the term 'mechanical 
engineering designer' by reference to the following; 
"The designer's responsibility covers the whole 
process from conception to the issue of detailed 

* instructions for production and his interest con­
tinues throughout the designed life of the product !! 

1.5 The International Congress of Societies of Indus- Marginal ref. 4 
trial Design (ICSID) has defined 'an industrial 
designer' ass "One who is qualified by training, 
technical loiowledge, experience and visual sen­
sibility to determine the materials, construction, 
mechanisms, shape, colour, surface finishes and 
decoration of objects which are reproduced in 
quantity by industrial processes. The industrial 
designer may, at different times, be concerned with 
all or only some of these aspects of an industrially 
processed object. The industrial designer may also 
be concerned with the problems of packaging, adver­
tising, exhibiting and marketing when the solution 
of such problems requires visual appreciation in 
addition to technical loiowledge and experience." • 

1L_ «• 



*» 1.6 In this paper the term 'to design' is employed 
according to the "broader of the professional 
usages, that is to say 'to design' is here defined 
as 'to conceive the idea for and prepare a descrip­
tion of a proposed system, artifact, or aggregation 
of artifacts'. 

No distinction is drawn between architectural 
design, engineering design, graphic design and 
industrial design. This paper embodies the premise 
that the structure of the design act is logically 
identical in all these fields. 

^ 1.7 Within the terms of this definition, it is implicit 
that the act of describing on existing artifact 
or system is not a design act. The thing designed 
may, or may not, follow well-established lines, but 
it must have at least a modicum of originality, or 
of adaptation to new conditions, if the act of set­
ting it out is to be regarded as design rather 

* than plagiarism. Hence the element of innovation 
is always present in design. 

^ 

V,. 
_-V 
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2 The nature of the act of designing 

2.1 Han sets different values on different conditions. 
Those values may vary from.person to person and 
from time to time, VThen a man discerns that there 
is a discrepancy between a condition as it is, and 
the condition as he would like it to be, he experi­
ences discontent. Should the feeling of discontent 
be sufficiently strong, the man takes action cal­
culated to change the condition so that it more 
nearly approximates to the condition he desires. 
The condition giving rise to desire is here des- Marginal ref. 5 
cribed as a property (of the environment), the 
attainment of a state of satisfaction in response 
to that property is described as the goal, and the 
action calculated to achieve it is described as 
a goal-directed action. 

2.2 VThen the action appropriate to the correction of 
a particular unsatisfactory condition is not 
apparent, a problem is said to exist. The problem 
mey be concerned with the correct identification 
of the nature of the improvement required, or with 
the identification of the means for achieving it, 
or both. 

2.3 The presence of the unsolved problem, acting as Marginal ref. 63 
a barrier to the achievement of the goal, is 
itself an undesirable condition, requiring action 
to remove it. The problem-solving activity is 
thus itself a goal-directed activity. 

2.4 The activity of resolving the problem therefore 
precedes the activity of correcting the condition. 
For the purposes of this argument, the aims of a 
condition-correcting activity (implementation) 
will be referred to as goals, and the aims of a 
problem-solving activity (planning) will be referred 
to as objectives. Many of the objectives of a 

O/eXy^n-itjo, /frrohlfflm' a&l'vhy/, activity v/ill be simply the re-
' •"* expression of the goals of the /b*m&Lldjm^QovvQi<stiiw^n*fiteM^^'&0'^ 

activity to which the problem refe s. Thus a goal 
in constructing a house might be to provide the 
property of durability. If the form of construc­
tion which v/ill give maximum durability is not 
iixmediately apparent, then a problem exists. 
The relevant objective in the problem of deciding 
how to construct the house simply re-expresses the 
goal of providing the property of maximum durability 
in the construction. In addition, the activity 
of deciding has its own goals, such as to come 
to a conclusion as quickly as possible. 
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2.5 In paragraph 1.6 the term 'design' was defined 
as 'to conceive the idea for and prepare a 
description of a proposed system, artifact or 
aggregation of artifacts'. The condition in 
which the designer 'would like to he is that in 
v/hich he can offer an adequate description of 
the proposed system or artifact. The activity 
of getting into this condition is a goal-directed 
activity as described in paragraph 2.1. habere 
(as is usual) the nature of the design idea 
and its development is not immediately apparent, 
then a problem exists as described in paragraph 
2.2. 

The activity of designing is thus a goal-directed 
activity and normally a goal-directed problem-
solving activity. The properties which are 
required to be exhibited by the proposed artifact 
are defined by the objectives of the problem. 
The details of the design are the designer's 
conclusions as to the means by which those 
properties may be provided. 

2.6 In a goal-directed problem-solving activity, all 
the properties required to be present in the end 
result may be thought of as having existed, in 
varying degrees, in the prior, unsatisfactory 
situation. Some of the desired properties may 
have been present and satisfactory already, 
others may have been absent (that is to say, 
present in zero degree) and others may have 
been present, but to an unsatisfactory degree. 
The objectives of the activity are thus ambit­
ions, not merely to cause those properties to be 
present, but to cause them to be present to a 
satisfactory degree or to as high a degree as 
possible. Each objective thus nominates a prop-

erty, indicates the direction in which changes riaJ$'^cJL M.f * ill 
would be for the good and identifies a threshold 
between 'good enough' and 'not good enough' (fig 2,1) 

.'O 

2.7 Since the properties referred to may be of many 
different kinds, and since they may be subject to 
different scales and units of measurement, it is ^Marginal ref. 6 
convenient to introduce a convention or form of 
notation by which they may be more uniformly 
expressed; 

LS J 

'J 

'*Asxk w> 

0 signifies an objective or goal 

P signifies a property or condition 

0(y) signifies a particular degree of fulfilment 
of an objective 

P(x) signifies a particular state of a property 
or condition 
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2.7 (contd) 

P(u) signifies the ideal state of P in 
respect of a given objective 

P(l) signifies a minimum acceptable state 
of P 

P(m) signifies a maximum acceptable state 
of P 

p(v) signifies a state of P which repre­
sents total lack of fulfilment of an 
objective 

It is clear from the definition elaborated upon 
in paragraph 2.6 tht the degree (y) of fulfil­
ment of an objective 0 is a dependent variable, 
controlled by the state (x) of the property P 
exhibited in the solution, that is; 

0(y) = fP(x) (where f signifies "some function 
of") Marginal ref, 62 

2.8 P(x) is expressed according to whatever scale is 
most appropriate "to the property concerned (that 
is to say, dimensions are expressed in inches or 
centimetres, weight expressed in pounds or kilo­
grams, time expressed in seconds, minutes and 
hours, etc.) According to the conventions adop­
ted here, 0(y) is always expressed on the scales 

0(y) = 0 (zero) when there is total lack of 
fulfilment of the objective 

0(y) = o5 when the related property ia at the 
threshold between fulfilling and not 
fulfilling the objective 

0(y) = 1 (unity) when there is total fulfilment 
of the objective 

Moreover, according to this convention, the key 
states of a property P defined in paragraph 2.7 
are always related to the key values of degree of 
fulfilment of its related objective 0 in the foll­
owing way (fig 2.2); 

when P(x) = P(u) 
when P(x) = ?t 
or P(x) = n 
when P(x) « P{v) * then 0(y) * # Marginal ref, 64 

Paragraphs 2.9 to>*«19 below examine this relation­
ship more closely. Paragraph 3,20 takes up the 
thread of the main argument« 

then 

then 

then 

0(y) = 1 

0(y) = ,5 

0(y) . # 
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2.9 '"/here the states of a property P can vary along 
some continuous scale, such as a scale of cent­
imetres or kilograms, then the relationship 
"between the degree (y) of fulfilment of object­
ive 0 and the state (x) of its associated 
property P may be expressed in the form of a 
curve. 

Sometimes the relationship between 0(y) and 
P(x) is a linear one.4* For example, a design 
might be required to/entail minimum wastage 
of the raw material/(say, steel sections) from 
which it is made, |he maximum acceptable 
wastage P(m) being;/ pOc^ and the ideal wastage 
p(u) being Op (fig 2.j). The states of 
property P may be expressed in terms of some 
convenient ratio scale for weight or volume, 
say pounds or cubic feet. In such cases the 
relationship between 0(y) and P(x) may take 
the forms 

0(y) = 1 + f[p|~)_pL)) Marginal ref. 7 

Thus, if the relevant values of P are known or 
can be predicted, an index of degree of fulfil­
ment (y) of the objective 0 can be calculated. 

2.10 In other cases, the ideal state P(u) of a property 
may be indeterminate or indsterminable. For 
example, a product may be required to be as 
profitable as possible, with a low limit of 
profitability, but no high limit (fig 2.4)• 
In those cases the relationship between 0(y) 
and P(x) may take the forms 

P(l) 
0(y) = 1 - 2pTx) Marginal ref. 8 

2.11 In some circumstances, both the ideal state P(u) 
of the property (i.e. that which totally fulfils 
the objective) and the zero state P(v) (i.e. that 
which totally fails to fulfil the objective) may 
be indeterminate (fig 2.5)• For example, a 
surface might be required to be smooth, with an 
expressible threshold between acceptable smooth­
ness and unacceptable smoothness, but with no 
determinable states of P to represent total 
success or total failure in fulfilling the object­
ive. In these cases, the relationship between 
0(y) and P(x) may take the form.! 

nf ^ i arctan (P(x)-P(l)) .. . , „ ,„ 
°(y) = "2 + l&TJi — Marginal ref. 65 



2,12 Again, there may be both a maximum P(m) and a 
minimum P(l) state which represent the thresholds 
of acceptability in a property, with the ideal 
state P(u) lying somewhere in between.^ For 
example, the brightness of illumiirâ lon of an 
instrument (say, a speodometer̂ -araight be required 
to lie between two linrjûe--l5f dimness and glare, 
with the ideal Tarirglrtaioss at a given level in 
between Ahfig 2. 6J. In these cases the relation­
ship between 0(y) and P(x) may take the forms 

°w - * - $$M\ 
2 
2 Marginal r e f . 66 

or 

0(7) - 1 - , $ 5 M 2 2(P(m)-P(u)) 

2.13 Sometimes, as in the example described in para­
graph 2.12 above, the values P(x) of the property 
concerned should relate, not just to the require­
ments of one particular user in one set of circum-

* stances, but to a given range of people or circum­
stances. The relationship between 0(y) and P(x) 
might therefore be subject to statistical conditions 
of range and frequency distribution, so that a 
given state P(x) of the property would be inter­
preted as providing a certain probability of 
fulfilling the objective 0 to the indicated degree 
0(y) for a certain range of users (fig 2.7), 

2.14 All the examples above have been related to ^Marginal ref. 77 
properties whose states may va.ry continuously^^ 
along scales based on some agreed unit or inter- } 
val. Such scales are known as ratio scales 4r""̂  

4, or interval scales. Not all properties can 
be expressed on interval scales. Beauty, 
convenience and importance are examples. This 
is because there are no units of beauty, units Marginal ref. 9 
of convenience or units of importance with which 
ratio scales could be constructed. However, 
in such cases it is usually possible to compare 

%• designs (or whatever it is that is under discussion) 
and to list them in descending order of merit, 
according to the property concerned. This rank 
ordered list constitutes what is known as an 
ordinal scale, and the act of constructing the 
list is called 'ranking'. Marginal ref. 79 

2.15 Sometimes, in setting up an objective for an ordinal 
property in a design, it is possible to select as 
an example another design L which can be taken as a 
criterion or threshold of acceptability which the 
now design must beat. In other words, this example 
represents P(l) on a specially constructed ordinal 

^ scale. It might also be possible to select a 
number of exemplars W, Y and Z (such as competitors' 
designs) which could be ranked in respect of 
property P, to fill out an ordinal scale (fig 2,8). 



The proposed new design X could be compared with 
the exemplars and assigned a place in the scale. 
The item (say, exemplar W) which is judged best 
in respect of property P is represented by the 
point P(u) on the scale and the rank of the pro* 
posed design X is represented by the point P(xj. 
The degree of fulfilment 0(y) of the objective 
may then be determined by the formula (see 
paragraph 2.9) f° r linear relationships between 
0 and P, thuss 

nf \ , , P(x)-P('u) 
0 ( y ) = X + 2(p(u)-P(l)) 

where P(l) signifies the rank of the criterion or 
threshold design L 

P(u) signifies the rank of the exemplar 
judged best in respect of P (that is, 
rank l) 

p(x) signifies the rank of the proposed 
design X 

-̂| 

The problems of value judgement in connection with 
ordinal properties such as beauty and convenience 
are dealt with further in Section 8. J&ks to oh 
niquos for ranking nro roforrod to aloo in Sootioa. 

2.16 One of the difficulties sometimes encountered in 
ranking is that although the steps between ranks 
are theoretically equal, the' person or group of 
people performing the ranking may regard them as 
being unequal in the real-life situation,, The 
person or group will be referred to here as 'an 
arbiter' Thus, an arbiter might decide that 
chair X is more comfortable than chair Y, and chair 
Y more comfortable than chair Z. However, he 
might consider that the difference in comfort 
between chairs X and Y is a great deal less than 
the difference between chairs Y and Z, He may 
feel that, had he been given one hundred chairs to 
rank, he might well have ranked chair X first, 
chair Y second and chair Z seventy-fifth. This 
concept cari be more conveniently expressed as a 
rating scale, where the arbiter assigns chair X 
100 points, chair Y 99 points and chair Z 25 points 
(f±g£*$f) ° Under suitably controlled conditions, 
human subjects can assign merit ratings of this 
kind to non-measureable properties in a reason­
ably consistent and repeatable way. For most 
arbiters, a scale of 1-100 seems to be about Marginal ref. 11 
the most easily handled. This technique is 
equivalent to using human beings as indicating-
instruments in those circumstances where no phy­
sical indicator is available. Within the context 
of a given design problem, rating scales can be a 
perfectly adequate substitute for ratio scales, 
providing that the arbiters are correctly chosen 
and the conditions for judgement are adequately 
controlled. 
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2.17 There are some properties, such as the propert/te^ 
^ of identity, which are not even susceptible to 

being ranked in order of merit or importance. 
For example, the use of certain listed colours 
for electrical wiring or pipework may be required 
or forbidden by statutory reguletionstrig 2.1C£). 
The items in such a list rmay—he—fctlcribed as 
being on a nominal scale,l£that is to say, a 

^ scale giving identities to various possible 
states of the property, but neither rank nor 
a unit of measurement, apart from the distinction 
"acceptable" or "not acceptable". 

2.18 In a sense, according to the conventions adopted, 
nominal scales are merely rating scales with only 
two ratings - above the limit and below the limit. 
Similarly, ratio scales are merely rating scales 
whore the interval between ratings is fixed at 
the smallest available interval of the unit of 
measurement. For convenience, however, the scales 
of all the properties of a design can be regarded 

<§ as falling into three classes} ratio scales for 
measureable properties, ordinal scales for merit-
rateable properties, and nominal scales for 
"acceptable/not acceptable" properties. 

2.19 In .all cases, having assigned limits of accepta­
bility (u) and (l) in a property P, the degree (y) 

^ of fulfilment of the objective 0 emerges a.s a 
value on the scale 0-1 (fig 2.1l), on calculation 
by one or other of the general formulae set out 
in paragraphs 2.9, 2.10, 2.11, 2.12 or 2.15 or by 
whatever other lav/ might connect the amount of 
property present with degree of fulfilment of 
objective. 

2.20 Returning to the thread of the main -argument set 
^ out in paragraph/^'t^ it must be noted that few 

(3..7/ problems are concerned only with the fulfilment 
of a single objective. Any solution will fulfil 
the various objectives in varying degrees. In 

- order to find some way of illustrating the inter­
dependence of the degrees to which a given 
design will fulfil two or more co-existing object­
ives, some further notation must he introduced; 

0 signifies a given objective ) 
n ° ° ( where n is an 

- -o . . „ . , { identifying number 
* P signifies a given property ) -, . . 

n ° e l J ' or letter 

i signifies a given design 

j signifies an alternative design 



P(w) signifies a particular state of a 
property (alternative to (x)) 

0(z) signifies a particular degree of 
fulfilment of objective (alternative 
to (y)) 

Thus a given design i will exhibit state (x) of 
property P, and state (w) of property P_, ful­
filling objective 0. to degree (y) and objective 
0 to degree (z). This can be illustrated 
according to the convention of co-ordinates 
(fig 2.12). 

2.21 Similarly5 the performance of two or more designs 
in respect of two co-existing objectives may be 
indicated by co-ordinates, (fig 2.13). 

0(p)/signify particular degrees of fulfilment 
fof objective (alternatives to (y) or 

0(q)j(z)) 

2.22 Two objectives co-existing in a problem may be 
referring (albeit in different ways) to the same 
property in the desired end result. For example, 
the bed of a machine tool may be required to be 
extremely stiff not only to maintain the align­
ment of slides and spindles but also to prevent 
the transfer of working loads fa to weak structural 
members. The property of stiffness serves two 
objectives. In this case the better states of 
the property lie in the same direction - greater 
stiffness. These two objectives may be described 
as co-operating objectives (fig 2.14). On the 
other hand, two co-existing objectives may refer 
to the same property hut seek opposite ideal 
states. For example, a piece of equipment might 
need to he as light as possible in order to be 
portable but as heavy as possible in order to be 
stable in use. Such objectives may he referred 
to as opposing objectives. Or again, two objec­
tives may refer to different properties in the 
end product (say, durability and cost) hut these 
properties may themselves he interdependent, so 
that the fulfilment of the objectives, too, 
becomes effectively interdependent. Some objec­
tives may, of course, he only distantly connected. 

2.23 It has been seen in paragraph 2.20 that the two 
coincidental values of degree of fulfilment by a 
design of two co-existing objectives can he shown, 
according to the convention of co-ordinates. 
Whore objectives are dependent the locus of the 
points of coincidental states of a property or 
proportios will mark out a curve of feasible 
mutual states (fig 2.1S). 

2.24 The limiting states of the properties concerned 
may be similarly set out according to the conven­
tions of co-ordinates (fig 2.16). The spaces 
marked off by these limits indicate the field 
of mutually acceptable degrees of fulfilment of 
the co-existing objectives. Any solution whose 



mutual states of the associated properties lie 
within this field is an acceptable solution. 

2.25 'There objectives are dependent, the curve of Marginal ref. 12 
% feasible mutual states may be superimposed on 

the fields of limiting states (fig 2.17)° In 
some cases a section of the curve of feasible 
mutual states of tbo properties concerned will 
lie within the field of mutually acceptable 
degrees of fulfilment of the objectives. In 
these cases5 feasible and acceptable solutions 
are available. In other cases there might be 
no solution v/hich is both feasible and acceptable. 
The only escape from such a situation is either to 
move one or both of the limits of acceptability 
or to introduce some inventive step to change 
the inter-relationship of the objectives. 

^ The former course of action constitutes a change 
in the performance requirements of a design. Marginal ref. 67 
(that is, in solution by negotiation,) whilst 
the latter constitutes an act of invention, (that 
is, solution ^oy innovation). 

2.26 I7he.ro, as in most problems, there are more than 
^ two objectives, those can be taken pair by pair 

and expressed in the terms described above. In 
aggregate the interaction of fields of accepta­
bility will constitute an n-dimensional domain of 
acceptability. This domain may be discontinuous, 
that is to say, there may be more than one accep-
tability-space, each bounded by limiting states 
for various properties, implying that there is 
more than one distinctive class of acceptable 
solutions. 

2.27 Similarly, the interdependence of the curves of 
feasible mutual states will constitute an 

3» n-dimensional hypersurface or realm of feasibility. 
An important pre-requisito for an ultimate solu­
tion is that at least a portion of the realm of 
feasibility should intersect the domain of accep­
tability, producing an arena within v/hich a solu­
tion must be found (fig 2.18). 

4 2.28 Thus the act of designing consists ins 

1 agreeing objectives 
2 identifying the properties or conditions 

required by the objectives to he exhibited 
in the end result 

3 determining the relationships between varying 
states of the properties and the varying degrees 
of fulfilment of their respective objectives 

4 establishing the limiting and ideal states of the 
properties,' and hence the domain of accepta­
bility implied by the objectives 

5 identifying the laws controlling the inter-
& dependence (if any) of the properties 

http://I7he.ro
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6 ensuring that the interdependence of the 
properties constitutes s realm of feasibility 
and that this lies at least in part in the 
domain of acceptability 

7 selecting an optimum solution within tho arena 
thus delineated 

2.29 In most design activities more than ono person 
is involved. The people concerned may include the 
financial backer, the constructor, and the Marginal ref, 13 
salesman, ŝ well as tho designer. Any one of 
these may be an individual or a group. Certain 
individuals or groups, whether or not partici­
pating in the resolution of the problem itself, 
.are entitled to nominate objectives or limits 
of acceptability - for example, the user and 
regulatory bodies such as health and sp.fety 
authorities. People, bodies of people or 
.. impersonal forces who do or who are entitled 
to define objectives or limits of acceptability 

: will be referred to here as the arbiters in a Marginal ref. 18 
. problem. The set of objectives in a problem 
arise from the union of the sets of goals of the 

: arbiters involved. 

During the course of the problem solving activity 
now objectives may tend to form and reform. 
•At any one stage the situation may indicate that 
the total set of objectives will prove to have 
loeen fulfilled in varying degrees, so that indi­
vidual arbiters will be satisfied with the apparent 
outcome in varying degrees. The then prevailing 
idiscontents may give rise to now problems, or 
«result in shifts of emphasis in the pursuit of 
! objectives or lead to the assigiimcnt of nev/ limits 
.of acceptability. An examination of this aspect 
; of the activity of designing occurs in Section 6. 
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The systematic model 

•* 

3.1 Where tv/o phenomena are causally related, that 
is to say where one phenomenon is caused to occur 
or to change its state by the introduction or 
change of state of another phenomenon, these 
two are said to form a system. A spring 
balance, for example, is such a system, since 
adding a load to the pan causes the spring to 
compress an appropriate amount (fig 3.1). 

Marginal ref. 14 
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3.2 In systems terminology, the causal phenomenon 
is described as the input and the resulting effect 
is termed the output (fig 3.2). 

3.3 Where information about, or energy produced by, 
the output of a system is used to adjust the 
input (for the purpose of controlling the output), 
this cycle is called 'feedback'. For example, 
in the case of the spring balance referred to 
previously, if the user watches the indicator and 
controls the amount of (say) sugar poured into 
the pan until the indicator reaches a desired 
point, this watch-and-control activity is an 
example of feedback. Feedback can be exercised 
through human perception and control, or it can 
be automated. Thermostats in heating systems 
and speed governors in engines are examples of 
automatic feedback (fig 3«3)» 

3.4 In many cases, systems are influenced by more 
than one input and may have more than one output. 
For example, an electric motor is a system in 
which the input of electrical energy at a certain 
voltage and a certain amperage will produce 
mechanical energy with a particular speed and 
power. Varying either or both the inputs will 
result in a variation in either or both the 
outputs (unless the input variations are self-
compensating), A factor which could or does 
take up one or more of a variety of states is 
called a variable. This name will be applied 
to all the inputs and outputs in a system even 
where they happen to take, or have always taken, 
a fixed state (fig 3«4). 

3.5 Often, certain of the inputs are under the control 
of an operator or decision maker (for example, 
a designer may be able to choose the depth of a 
beam to be incorporated in a structure), whilst 
others are governed by circumstances outside the 
operator's control (for example, the designer 
will have no control over the tensile strength 
of the beam material). The former are described 

Marginal ref. 15 



as decision variables and the latter as context 
variables (fig 3.5)• 

Marginal ref, 

signifies a context variable 

<* 

n 
signifies a particular context 
variable ('..'here n is an identifying 
number or letter) 

C (k) signifies a particular state k of con-
n text variable C (where k is an identi­

fying letter or a value according to 
some scale) 

3.6 

% 

D signifies a decision variable 

D signifies a particular decision variable 
(where n is an identifying number or 
letter) 

D (i) signifies a particular state i of 
decision variable D (where i is an 

n 
identifying letter or a value according 
to some scale) 

Similarly, outputs may consist of those which the 
decision maker wishes to control (for example, a 
designer may wish to ensure that a structural beam 
is capable of bearing a given load) and those to 
which he is indifferent (for example, the volume 
of metal in the beam). The former are here des-
cribed as /ulmwiu^ outputs and the latter as 
incidental outputs (fig 3.6), 

P signifies a fn~\mmmjB output (this is 
the same notation as for a property. 
See paragraph 3.9). 

0. signifies an incidental output 

Igl 

hi 

V 

signifies a particular incidental 
output (where n is an identifying 
number or letter) 

s) signifies a particular state s of 
incidental output 0 (where s is 
an identifying letter or a value 
according to some scale) 

3«7 ^-Q incidental output of one system, however, 
might be the context variable of another (fig 3.7). 
For example, the volume of metal which was only an 
incidental output from the structural system 
referred to in paragraph 3,6 night be a context 
variable in another system, say, costing or 
building operations, where two systems are 
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being handled simultaneously, these two systems 
can be said to form a larger, or complex, system. 

3.8 "/here one system in a complex of systems produces 
outputs which affect another in the same complex, 
it is convenient to regard the decision variable 
in the first as being also a decision variable 
in the second (fig 3.8). 

% 3.9 A design problem, or any othor sort of problem Marginal ref. 16 
can be expressed in systems terms. In Section 
2, problem solving activities were described as 
being directed towards the provision of certain 
properties, or certain states of certain properties, 
in the end result. The problem is thus a system, 
with the decision variable(s) as input and the 

* property(ies) as output (fig 3.9)° The set of 
laws determining the ways in which given properties 
vary under the influence of different decisions 
constitute the external or general disciplines 
within which a problem must be solved. 

3.10 The way in which varying states of a. property 
relate to varying degrees of fulfilment of a 
goal also constitutes a system, with the property 
as input and the degree of fulfilment of goal 
as output. The laws connecting states of pro­
perties with degrees of fulfilment of objectives 
constitutes the internal or specific disciplines 

^ of a problem. A complete goal-decision system is 
therefore a linked pair of systems, whore the 
decision variable(s) control a property and the 
property controls an objective (fig 3=10). In 
a. complex of goal-decision systems, where a 
decision variable may directly or indirectly 
control a number of properties, there may he 

* some ?.mbiguity as to how the goal-docision systems 
should be conceived. For the purposes of this 
argument, a goal-docision system is constructed 
so that it contains one and only one objective, 
so that the system can he identified with, and 
named after, the objective it contains. 

% 3.11 In a. complex of goal-decisi -n systems, the aim 
is to select a sot of states for the decision 
variables, such that the resulting set of states 
of the properties satisfy their respective objec­
tives, allowing for the indirect, as well as the 
direct, effects of the decision variables (fig 3.1l) 

3.12 In real-world circumstances, the decision 
variables themselves may be subject to limiting 
values or states (fig 3.12). For example, the 
machinery in a. factory which is to manufacture 
a product undor design might only be capable of 
handling metal shoot within certain limits of 
thickness and width. 
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where 
D (g) signifies a limiting state g of decision 
n variable D (whore g is an identifying 

letter or number, or a value according 
to some scale) 

D (h) signifies another limiting state h of 
n decision variable D (where h is an 

n 
identifying letter or number, or a 
value according to some scale) 

f-_ signifies "is contained within the sot 
of possible states" 

The sot of decision variables available to the Marginal rof. 76 
decision maker, and their limiting conditions, 
will bo referred to as 'the design resource' (or 
in the case of non-dosign problems, the 'decision 
resource'). 

3.13 In some circumstances, certain states of the 
decision variables may bo regarded as more 
desirable than others, not beca.uso of their good 
and bad offoots upon the properties they control, 
but because of some merits or demerits attached 
to the states of the decision variables themselves. 
For example, in the case of the factory referred 
to in paragraph 3°12, it might be organisationally 
or economically more useful to employ certain 
machines or certain thicknesses of metal rather 
than others. The fact that different merits are 
attached to different states of a variable means 
that the variable is a. property within the terms 
of the definition in paragraph 2.1, and the 
relationship of different states of the decision 
variable with different degrees of fulfilment 
of objective is determined by some arbiter, as 
described in paragraph 2.29. Thus a decision 
variable, as well as controlling a property, may 
itself be a property (fig 3«13)« 

3.14 The distinctions as to whether an input variable 
is a decision variable or a context variable, 
whether or not certain states of a decision 
variable are accessible to the decision maker, 
and whether or not a decision variable is also 
a. property, are all part of the definition of 

* the problem rather than part of the problem to 
be handled. The persons, or bodies of people, 
or the impersonal forces making these distinctions 
will also be referred to as arbiters in the problem, 
as suggested in paragraph 2.29. When an arbiter 
is beyond reach of any persuasion or modification, 
he may be regarded as, or referred to as, 'nature'. 

% 
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3ol5 A set of states selected for the decision variables 
in a particular case constitutes 'a proposal'« 
In the case of design problems, this may be 
referred to as 'a design proposal' or 'a design1. 
If the proposal were to be implemented, the 
consequence would be a sot of states of the Marginal ref. 17 
properties which might be celled 'the outcome' „v 

In the case of design problems, the outcome may 
he variously described as 'the design' or 'the 
product' or as 'the properties of the product' 
Strictly speaking, the product, as a piece of 
hardware, does not appear until it has been 
embodied by the set of goal directed activities 
to which the problem solving activities relate 
(see paragraph 2.4)• However, since the problem 
solving activities are conducted with the end 
product in mind, these distinctions are difficult 
to make. For the purposes of this argument, the 
set of states of the decision variables selected 
by the decision maker will be referred to as Marginal rof, 78 
'the design' (or, in the case of non-design 
problems, 'the proposal') and the set of states 
of the properties arising from a proposal will ho 
referred to as 'its performance'. The set of 
degrees of fulfilment of the objectives appro­
priate to a particular performance will be referred 
to as 'the merit' of this performance (fig 3.14)• 
This may bo expressed in notation as follows2 

-> Pcrforma,nce x- •^Merit y (where Design i -
signifies 'leads to'), 

Design i = [^(i) ,I>2(i)... •\(
i)7 

Performance x = $~P (x) ,P (x)... .P (X)T» 

Merit y = JO^y) ,02(y)... -O^y)] 

ID (i),D (i)...oD (i)? signifies a set of 
J states i for a set 

of decision variables 

n 
D ,D ...,D... 

$P (x),P (x)....P. (x)7 signifies a set of 
*- -3 states x for a set 

V|01(y),02(y)3...0n(y)J 

of properties 
» o o Jf a 

n 
p i>V 
s ign i f i es a se t of 
s t a t e s y for a set 
of objectives 
C L , 0 _ . . . . 0 . 

1 2 n 



3»l6 Similarly, the sot of states of the context variables 
which apply in a given oa.se constitutes the context 
of the problem (fig 3°15). Tt i-s ^ e combined 
effects of the proposal and the context which deter­
mines the outcome, or performance. 

Context k 

Design i 

Performance x - " > Merit y (where 
^signifies 'loads to1)7, " 

& 
Context k = jci(k),C (k)....C (k)"J 

j"c1(k),c2(k). . . .cn(k)7 

^ 

signifies a set of 
states k for a set 
of context variables 

1 2 n 

3ol7 The set of criteria against which performance Marginal ref. 75 
is measured is described here as 'the performance 
specification'o A performance specification will 
lay down the properties which, the outcome is re­
quired to constitute, and will indicate the way 
in which various states of these properties v/ill 
he regarded as being more or less s"tisfactory. 
In other words, it lists the properties and defines 
the goal/property relationships (fig 3-16). 

f(01 = fP1), (02 = fP2)....(On = fPn)J signifies 

a performance specification 
relating to properties 
1 -. a J7 o o a o if e 

1 2 n 
For example, the performance specification for a 
chair may lay down that it must accommodate people 
of a prescribed range of statures and build, with-

* stand certain structural tests, sell at less than 
a certain price, and earn a profit at a certain 
rate on investment. The design resource will be 
the set of materials, processes, shapes finishes, 
and so on., which the designer has at his discretion. 
The context will be the characteristics of materials, 
prices of commodities, and other imponderables 

* which will affect the result, but over which the 
designer has no control. The design v/ill be the 
set of decisions (materials, processes, shapes, 
finishes, etc) tha.t ho actually chose. The per­
formance of the design would be range of statures 
and build of people that the chair (if embodied) 

^ would actually accommodate, the tests it would 
meet, the price at which it v/ould sell, and the 
profit it would earn. The merit of this perfor­
mance would he degree to which it approached the 
ideals indicated in the performance specification. 

http://oa.se


3.18 It has been pointed out in Section 2 that the 
co-existence of a number of objectives in a 
problem defines a certain domain of acceptability. 
The limiting states of the properties and the laws 
governing their interrelations were said to define 
a certain realm of feasibility. The superimposition 
of the domain of acceptability and the realm of 
feasibility were described as defining the arena 
in which an adequate performance must be developed. 
In a similar way the ranges of limiting values 
and the laws governing the interrelationships of 
the decision variables define what may be termed 
'the scope' of the design (or decision) resource. 

3.19 T^e description of the nature of the act of 
designing y/hich was set out in paragraph 2.28 can 
now be expanded to take in the concept of the 
goal-decision system? 

1 agreeing objectives 
2 identifying the properties or conditions 

required to be exhibited in the end result 
3 determining the relationships between varying 

states of the properties and the varying degrees 
of fulfilment of their respective objectives 

4 establishing the limiting and ideal states of 
the properties, and hence the domain of accep­
tability implied by the objectives 

5 identifying the decision variables available 
to the designer, and the scope of the resources 
as defined by their limiting states and inter­
relationships 

6 formulating a model of the goal-decision systems 
present, linking the decision variables with 
the properties, and the properties with the 
objectives 

7 ensuring that the interdependence of the 
propertios constitutes a roalm of feasibility 
and that this lies at least in part in the 
domain of acceptability 

8 proposing one or more sets of states for the 
decision variables, within the scope of the 
resources; establishing the predicted per­
formance^), that is to say, the resulting sets 
of states of the properties; and ensuring that 
at least one performance lies within the arena 
defined by step 7 above 

9 selecting the optimum proposal 

3.20 In a particular design problem it may he possible 
to produce several feasible and acceptable designs. 
Although it is quite possible for two different 
designs to exhibit an identical performance, it 
is more usual for alternative designs to fulfil 
the given objectives in differing degrees (fig 3.17). 
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Design j ^Performance w jMor i t z 

Design (or proposal ) j = 5 D ^ j ) ,D2( j ) . . . - D ^ j ) 2 

Performance w = J P , ( w ) , P p ( w ) . . . . P (w)Z 

Meri t z = f 0 ( z ) , 0 ( z ) . . . . 0 ( z ) l 

where D (j) signifies an alternative state j 
of decision variahle D (state j 
hcing an alternative to state i) 

3-21 It is also likely that attainment of a satisfactory 
performance in respect of some objectives will he 
regarded as more important than the attainment of 
a satisfactory performance in respect of others. 
That is to say, the objectives themselves have an 
order of importance. 

In a diagram of performance, the relative merit of 
alternative designs may he more readily discerned 
if the objective fulfilment scales are arranged 
in order of importance and the merits of the 
individual performances are indicated on them 
(fig 3.18). 

3.22 It is likely that in the case of any two competing 
designs each will score well in a different set of 
objectives. In general, a solution which scores 
well in high ranking objectives is to he preferred 
over one which scores well only in lev/ ranking 
objectives. 

On the diagram comparison is simplified if the 
points indicating morit for a particular perfor­
mance are joined (fig 3.19)« Overall merit can 
be evaluated by comparing the resulting curves. 

3.23 In two merit curves, a tendency to lie above is 
hotter than a tendency to lie below, since 
according to the conventions adopted the direc­
tion called good always points upwards (fig 3.20). 

Similarly, a tendency to a positive slope 
(northeast to southwest) is hotter than a ten­
dency to a negative slope (northwest to southeast), 
since the higher scores should he in the higher 
ranking objectives (fig 3.2l). 

Again, a convex curve (intermediate values 
tending upwards) is better than a concave curve 
(intermediate values tending downwards) since 
the intermediate values score better in the 
convex curve (fig 3.22). 



3<>24 However, the analysis of these curves is 
hampered by the fact that in real-v/crld design 
problems the notional difference in importance 
between (say) the objective ranked first and the 
objective ranked second may be regarded by the 
arbiters as very much greater (or less) than the 
difference in importance between (say) the objec­
tive ranked second and the objective ranked 
third. Hence a. rating scale, such as that 
employed for the rating of merit in respect of 
non-quantifiable properties (paragraph 2„l6), may 
also be employed for the rating of importance. 

% 

3.25 It is convenient to begin by rating the importance Marginal ref. 20 
of objectives on a scale of 0-100 (fig 3-23)° 
Thus, in a project with (say) 40 objectives, 
that objective which is regarded as overwhelmingly 
the most important might he rated at 100. The 
next most important at 75 and most of the others 
between 60 and 50. A very minor objective might 
be rated at 5° Two or more objectives may take 
the same rating, where necessary, and the scale 
may be extended or modified as convenient. 

1̂ 

The comparative evaluation of merit curves, as 
sought in para..̂ Jw|Qy then becomes simpler. 
Each curve is fully described by the location 
of the points on it, using the convention of 
co-ordinates. The importance scale becomes 
the horizontal axis and the merit scale becomes 
the vertical axis (fig 3°24)« 

r signifies an importance rating (where r 
is any factor appropriate) 

•<> 

r signifies the importance rating of objec-
n tive 0 

n 

^fi^)^0?^) 0 0 0 0 

signifies the morit curve y for a set 
of objectives 0 ,0 ....0 

3.27 An ideal overall performance (fig 3°25) would be 
one in which each objective is completely ful-
filed - that is to say, whore 0 (y)=l, 0 (y)=l ... 
0 (y)=l. Hences l 

n 

curve of ideal performance K--i- / 9 ̂  J? j X J » e e 1 

Vl)? 
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3.28 The relative merits of the 'performances of two 
or more designs may be expressed in terms of their 
departure from the ideal performance. All the 
criteria for merit comparison sot out in para. 3° 23 
arc satisfied when the overall merit of a design 
is calculated as the ratio of the sum of the 
degrees of fulfilment of the individual 
objectives, each weighted "by its import "nee 
rating, to the sum of the ideal degree of ful­
filment of objectives, weighted by their 
importance weighting (fig 3.26). Mcu-Q^ouL /̂ ./L̂ ê cc (12. 

Miy ( t ) = t( ro n-°n
(^ 

I r o n 
where 

M signifies an index of merit 

M. signifies an index of merit M relating 
^ to a performance y arising from a 

proposal i (where i and y are identi­
fying letters or numbers for particular 
proposals and performances respective-
iy). 

M. (t) signifies a particular value t for 
iy / 

an index of merit M. (.where t is 
a number lying between zero and 
unity)o 

In this formulation, overall merit in respect of 
any given number of objectives is rated on the 
scale zcro-to-unity in exactly the same way as 
degree of fulfilment of a goal is measured. That 
is to say, when the index is 1, the performance 
is ideal; when the index is .5? the merit of the 
performance is at the threshold "between accepta­
bility and unacceptability. The technique of 
employing this index of merit for the evaluation 
of performance will be described here a.s the 
'rated-ohjoctive merit-index' technique (ro-mi). 

3° 29 Clearly, the validity of the rated-ohjective merit-
index hangs upon the validity of the importance 
ratings by which the degrees of fulfilment of 
individual objectives arc weighted. Equally 
clearly, the importance ratings assigned to 
objectives are human judgements and prey to 
all the fallibilities of human judgement. However 
the presence of human values in a problem is Marginal rof. 19 



3.29 (contd) 

inherent in the concept of problem solving as a 
b goal directed activity as here defined (see 

paras 2.1 - 2.6). The mechanism by which value 
judgements are made, and by which importance 
ratings are assigned, are dealt with in sections 
8 and 6 respectively. 

^ 3.30 However, the occurrence of an incorrect assignment 
of an importance rating at the commencement of a 
project need not be a disasterous event. It is 
open to the arbiter or arbiters in a problem to 
manipulate the importance ratings in any way they 
wish, and to revise their ratings at any stage 
they wish, so as to represent their true aims 

* and interests as the consequences of their 
decisions emerge, or fresh information becomes 
available. 

3.31 Where it is desired that good fulfilment of a 
lower ranking objective should be capable of 
outweighing a less good fulfilment of a higher 

^ ranking objective, then small intervals may be 
chosen between their respective ratings. 
For example: 

Where the rank of 0 is greater than the rank of CL 
but where r .0 (y) is to be permitted to exceed 

°2 

r 
°1 

-O^y) 

then r might be assigned 100 

and r might be assigned 99 

Thus, when 0 (y) = .5 

and . 0 (y) = .6 

then r .0 Ay) = 50 
1 

and r .0 (y) = 59-4 
2 

3.32. Alternatively, where it is desired that even the 
maximum fulfilment of a lower ranking objective 
should never be capable of outweighing even the 
most marginal fulfilment of a higher ranking 
objective, then large intervals between ratings 
may be chosen. For examples 



3.32 (contd) 

% 

iihere the rank of 0 is greater than the rank of 
0 and where r .0 (y) must not exceed the thresh­

old value of r .0 (y) 

then r might be assigned 100 

and r might be assigned 50 
°2 

Thus, when 0 (y) = .5 

and 02(y) = 1 MG-h$l\0JL /*jf. /OJ 

then r .0 (y) = 50 
1 

and rQ ,02(y) = 50 

© 

?i 

3.33 In addition to selecting appropriate importance 
ratings for the objectives in aproject, arbiters must 
also ensure that the correct values are chosen for, 
the key values of the properties P identified by 
the objectives, particularly in respect of the 

•••• limits of acceptability P(l) or P(m). According 
to the conventions adopted in the ro-ni technique 
a design is totally unacceptable if it falls 
below the limit of acceptability in respect of 
any objective. If, in order to obtain a solution 
at all, arbiters are compelled to accept a design 
falling below the threshold previously adopted in 
respect of a certain objective, the decision to 
accept the design is equivalent to deciding to 
shift the level of acceptability in respect of 
that objective. 

3.34 The- combination (fig 3.27) of the ro-mi technique 
thus defined with the systematic model described 
in para. /•>#/ provides a further reformulation of 
the nature of the design act, thus; 

1 agreeing objectives 
2 rating objectives 
3 identifying the properties required to 

be exhibited in the end result 
4 determining the relationships between 

the varying states of the property 
and the varying degrees of fulfilment 
of their respective objectives 

5 establishing the limiting states of 
the properties and hence the domain 
of acceptability implied by the objectives 

V 

Marginal ref. 21 

preparation of a 
product perfor­
mance specifi­
cation 



3.34 (contd) 

Us 

identifying the decision variables 
available to the designer, and the 
scope of the resources as defined 
by their limiting states and inter­
relationships 

formulating a model of the goal-
decision systems present, linking 
the decision variables with the 
properties, and the properties 
with the objectives 

ensuring that the interdependence 
of the properties constitutes a 
realm of feasibility end that 
this lies at least in part in 
the domain of acceptability 

proposing one or more sets 
of states for the decision 
variables, within the scope of 
the resources! establishing 
the predicted performance(s), 
(that is to say, the resulting 
sets of states of the proper­
ties)! DXl& ensuring that at 
least one performance lies with­
in the arena defined by step 
8 above 

establishment of 
the design resources 

J 

development of 
V design solution(s) 

J 

10 evaluating the merit of the 
predicted overall performance^) 

11 selecting the optimum solution 

12 communicating design descrip­
tion 

evaluation of 
design(s) 

3.35 The diagrar-matic form of the systematic model 
employed in this argument so far (for example, 
fig. 3.27) becomes excessively complicated when 
more than four or five properties are involved. 
A more flexible model is provided when the vari­
ables are displayed in the form of a matrix 
(fig. 3.28). In the course of formulating a 
problem and developing a solution the matrix is 
gradually filled out, in interplay with the real-
world situation and with tho analogues adopted, 
as described in section 4. The matrix form lends 
itself to automatic computation and replication. 
In the remainder of this text, the diagrammatic 
form of the systematic model will be retained 
as a conceptual model, but the matrix form will 
be regarded as the effective form. 

Marginal ref. 22 
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4 The operational model 
% 

4.1 They systematic model developed in Section 3 Marginal ref. 69 
is an effective means for setting out the logical 
structure of a problem, but it does nothing in 
itself to establish what the solution might be. 
That is to say, it is not an operational model. 

4„2 In. any given system, the ways in which the outputs 
vary in response to changes in the inputs will be 
governed by appropriate 'laws'. The corpus of 
knowledge about such laws constitutes the disci­
plines of physics, chemistry, mechanics, electron­
ics, economics, sociology, psychology, ethics. Marginal ref. 30 

9 aesthetics, etc. The main justification for the 
employment of specialists (that is tc say, of 
architects, mechanical engineers, electronic 
engine rs, industrial designers, typographers, 
etc) on different classes of design problem is 
that the specialist has acquired, by training 
and/or experience knowledge of the principal 

* laws which apply to the kinds of systems which 
occur most frequently in his area of specialisa­
tion. 

4.3 Sven so, it is frequently difficult to discern 
the laws oper-ting in a particular case, or, 
if the .general form of the law is known, actually 
to predict an outcome. A system in rniich the pre­
cise connection between input and output variation 
is union own is referred to as a 'black box' Marginal ref. 70 
(fig 4»1)= 

4.4 One effective means for determining the effect Marginal rof. 23 
#• of various inputs on the output of a black box is 

to employ as a model another system which is known 
to behave in a similar way (fig 4°2). For example, 
scale models of river and tidal basins have been 
used to predict the silting effects of proposed 
pier-building operations. Architects' and engineers' 
drawings arc graphical models of the structures 

% they represent. 

4.5 Models may also be employed where the laws 
governing a system are known. The mathematical 
formulae in engineers' handbooks, for example, 
are abstract models for predictable systems. 

4.6 A model which behaves in a way which is analogous 
to the way in which a real-world object or Marginal ref. 24 
system behaves is 'anov/n as an analogue. ITo ana­
logue behaves in every way like the real object 
or system it represents - if it did it would be 
described as a prototype rather than an analogue. 

^ Prototypes are very useful in determining the 
overall effect of many design decisions. On the 
other hand, they can be expensive to build and 

•̂  
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modify, and may be ineffectual as a means for 
indicating the possible results of alternative 
configurations. In general, analogues are selected 
on the basis of their economy in setting up, and 
ease of adjustments in exploring alternative solu­
tions. Drawings, nomographs end mathematical 
formulae make very effective design analogues. 

4.7 It has already "been ohserved that the systenaatic 
model employed in this argument so far is not an 
operational analogue, since it cannot of itself 
produce predictions about the solutions to the 
problem it represents. However, if the systema­
tic model is used in conjunction with one or more 
analogues it becomes operational. The designer Marginal ref. 25 
can employ the systematic model to represent the 
logical relationships between the parts of the 
real-world problem, and also to evaluate the 
overall effect of the various system outputs, 
whilst using vrious analogues to determine the 
outputs which would result from various design 
proposals(fig 4«3)° 

4.8 Because no analogue is complete and perfect, it 
is usually necessary to employ different analogues 
for different systems, or for different parts or 
aspects of a given system, so that typically the 
overall operational model consists of ojae or more 
systematic models with a number of analogues 
(fig 4.4). 

For example, a plan drawing might he employed to 
determine the layout of the rooms in a building, 
vector diagrams to work out the distribution of 
structural loads and a block model to predict 
overall appearance. 

4.9 Since, in terms of the systematic model, some 
systems receive as inputs the outputs of other 
systems, it is usually necessary to operate on 
their respective analogues in sequence. 

Sometimes, however, a system of systems may form 
a closed loop, with every subsystem depending on 
inputs from another subsystem (fig 4*5)° Tn such 
cases, it may be desirable to allot trail values 
to one or more of the input variables, and then to 

% proceed a.round the cycle, perhaps more than once, 
adjusting the trial values until mutually accep­
table results are obtained. 

4.10 Closed loops may enclose the whole or only a part 
of the systematic model of a real-world problem. 
In the course of cycling the loop the designer's 

* perception of his real-world problem, his Marginal ref, 26 
concept of the design solution grows. In a 
sense, the design process is thus a dialogue hetween 
the real-world and the operational model (fig 4°6). 

,w 
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4oil On the basis of this operational model, the act 
of designing can be thought of as comprising a 

^ reiterative subroutine applied to different parts 
of the overall problem in turn, re-cycling where 
necessary as the problem becomes clearer and as 
the effects of trial values are discerned. 

4ol2 In Sections 2 and 3 references have been made to 
acts of ranking or the assignment of ratings to 

* properties or objectives. The term 'arbiter' has 
been applied to one who nominates an objective, 
determines the relationship between states of a 
property and degree of fulfilment of objective, 
assigns an importance rating to an objective, 
distinguishes between those inputs which are to he 
context variables and those which are to be decision 
variables, assigns limits to the r nges of states 
of decision variables available, and decides which 
(if any) decision variables are also properties. 
The role of arbiters will he discussed in more 
detail in Section 5° 

f, 4° 13 Similarly, the term 'decision maker' has been 
applied to one who selects values for a decision 
variable. The role of decision makers will also 
be discussed further in Section 5. 

4.14 A more detailed formulation of the movements of Marginal ref. 87 
a designer between his problem and the operational 

% model, as defined so far, may therefore be seen 
(fig 4°7) as follows; 

X-ref. 
in fig 3.28 

1 appraise overall problem in the light of the 
systematic model and partial solutions (if 
any), as discerned so far 

2 select the next subproblem most intimately 
related to subproblems handled so far, or 
the next most dominant subproblem which 

~ promises to yield to analysis 

3 identify the arbiters entitled to nominate 
objectives in this subproblem 

4 iin- consultation with the arbiters, identify ool 1 
the objectives in this subproblem 

5 identify the property defined by each objec- col 2 
tive 

6 by agreement between the arbiters, assign col 3 
importance ratings to the objectives 



X-ref. 
"in fig 3-28 

7 in consultation with the arbiters, deter-' cols 4 & 5 
^ mine the limiting states of the properties 

which are to be equivalent to the ideal and 
threshold degrees of fulfilment of their 
respective objectives 

8 establish the relationships (internal or col 6 
specific lav/s) connecting varying states 

* of the properties with varying degrees of 
fulfilment of their respective objectives 

9 establish the domain of acceptability def- cols 4 & 5 
ined hy the superimposition of the limiting 
states of the properties (if necessary, in 

_, order to gain a positive domain of accept-
ability, negotiate changes at 7s and repeat; 

10 identify the relationships (external or cols 4 & 5 
general lav/s) governing any interdependence 
existing between the states of properties 
identified at 5 above 

11 establish the realm of feasibility defined cols 4 ^ 5 
by the compatible ranges of states of the 
properties (if necessary, in order to obtain 
a. positive realm of feasibility, take an 
inventive step creating new relationships 
at 10, and repeat) 

w 
12 establish the arena within which a perform- cols 4 & 5 

ance must be found, as defined by the 
superimposition of the domain of ĉcepta-. 
bility and the realm of feasibility (if 
necessary, in order to obtain a positive 

•̂  °rona for performance, negotiate changes 
at 7s and/or create new relationships at 
10, and repeat) 

13 identify the context variables which con- col 7 
tribute to governing the goal-decision 
systems under examination (including those 

^ context variables which arise from subproblems 
already handled) 

14 identify the decision variables governing col 8 
the states of the properties 

15 erect a (or imp ove the existing) systema-
* tic model of the goal-decision systems 

connecting the decision variables with the 
properties, and the properties with the 
objectives, in the subproblem 
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X-ref. 
in fig 3° 28 

16 identify the laws connecting the varying col 9 
states of the decision variables and 
context variables (inputs) with the varying 
states of the properties (outputs) in the 
goal-decision systems identified at 15 

17 establish the ranges of states of the col 10 
individual context variables which apply 
to the case in hand 

18 establish the context defined by the super- col 10 
imposition of the prevailing states of the 
context variables 

19 establish the ranges of states available in cols 11 & 12 
the individual decision variables 

20 identify the l̂ v/s governing any inter- cols 11 & 12 
dependence existing betv/een the states of 
the decision variables at 14 

21 establish the scope of the design resource cols 11 & 12 
defined by the compatible ranges of states 
of the decision variables (if necessagy, in 
order to obtain a positive scope of design 
resources 9 negotiate changes at 19, and 
repeat) 

22 erect one or morci analogues to represent 
the laws identified at 10, 16 and 20 

23 identify the decision maker(s) entitled to 
select states of the decision variables in 
the subproblem 

24 by agreement amongst the decision makers? col 13 
and using the analogues erected at 22 for 
the laws at 20, select a self-compatible 
set (design i) of states for the decision 
variables 

25 using the analogues erected at 22 for the col 14 
laws at 16j determine the resultant set 
(performance x) of states of the properties 

26 establish whether or not performance x lies cols 4 & 5 
within the arena for performance defined at 
12 (if not repeat from 24)• If no solution 
is obtainables create new relationship's 
between the properties at 10 (inventive step), 
or re-work sub problems giving rise to context 
variables at 13 (re-appraisal), or negotiate 
new limiting values for the properties at 
7 (re-statement), and repeat) 
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The design programme 

5.1 Although there are exceptions, the great majorit, V 
of design tasks arc carried out by designers on 
behalf of employers or clients, rather than on 
their own behalfs. Tho nomination of some, at 
l'-est, of tho objectives and the acceptance or 
non-acceptance of some, at least, of the standards 
of performance then lie within the discretion of 

^ the employer or client rather than, or in addition 
to, the discretion of the designer. 

5.2 The community, represented hy government and other 
a.gencies, have their own intersecting sets of 
objectives, some- of which will impinge upon the 
design project, and in most circumstances they 

3 will impose certain overriding requirements and 
limitations on tho design, mainly through laws, 
regulations and standards. In tho case of Marginal rcf. 27 
products exposed for sale or hire, tho user and 
the community also exorcise a form of control 
through the machinery of the market place. 

^A 

5»3 Similarly, where the thing designed is ccnstructod, 
marketed or used in a competitive situation, the 
actual or potential actions and objectives of 
competitors will influence decisions made by the 
designer and/or his employer or client. 

a 5.4 'There the designer is working for an employer or 
client, not only the product objectives but also 
the objectives of the design task itself (notably 
the duration and cost) will be subject to the 
employer's, professional associations' or 
governmental bodies control or veto. Here, Marginal ref. Si 
too, the laws of supply and demand may affect 

% what the employer can ask and what the designer 
will concede. In any event, the objectives and 
the limits of acceptability in respect of the 
design task itself will constitute a formula 
agreed between the parties concerned. 

5.5 A high proportion of the design tasks commissioned 
* or committed to designers are regarded by the 

clients or employers as investments calculated 
to offer a given probability of yielding a pres­
cribed return by way of income er capital gain. 
For example, a developer commissioning an archi­
tect to design a building is concerned that there 
is a high enough probability of the architect's 
producing within given limits of time and cost a 
design with a high enough probability of being 
erected within given limits of construction time 
and cost, and with a high enough probability of 
commanding ?, profitable enough rent or sale Marginal ref. 72 
price. The person cr group who controls the 
deployment of financial resources in a project, 
whether the capital is his own or supplied by a 
backer, will be referred to here as 'the developer'. 

% 



5.6 In general, the movement of capital through Marginal ref. 28 
the money market results in higher yields being 
demanded on investments to which the higher risks 
are attached (fig 5.1). 

5o7 Hence, where a developer has to raise capital for 
the conduct of a project, he has much to gain 
from first putting himself in the position of being 
able to show evidence of the degree of risk attached 
to, and the extent of returns expected from, the 
venture. 

5.8 Even where the developer has adequate resources 
of his own, he will normally put only a given 
proportion of his capital at high risk, or invest 
a given proportion of income in new development. 
If, over a period of time, a developer undertakes 
a number of projects, he will normally expect 
some of them to fail. Consequently, those projects 
which succeed must, in the long run, offset the 
losses of those which fail. It follows that the 
average yield on a developer's projects must 
reflect their actual mean risk. 

5.9 In virtually all cases, therefore, a development 
project will go through an exploratory phase in 
which feasibility, cost, risk and probable yield 
are estimated. Usually this exploratory phase Marginal ref. 82 
is conducted on a limited budget, rounded off with 
a formal report, sometimes extended to the 
preparation of sketch designs and/or models and 
almost always submitted to investment analysis 
before authority is given for the project to 
proceed to detailed design stages. 

5.10 With certain exceptions, the bulk of the cost 
of an investment in a design development project 
resides in the cost of tooling and manufactures, 
with a lesser but still large investment in 
marketing. Once the design is complctod, but 
before funds are finally committed in these 
directions, it is usual for a further study to be 
made of production and marketing prospects and 
costs. 

5.11 The design act must therefore be seen within the 
context of a more extensive process which includes 
the realisation of the design proposals as well as 
the formulation of them. The overall process 
will bo referred to hero as a product development 
programme. 

A product development programme will thus Marginal ref. 30 
normally contain the following phases, with re­
appraisal and the opportunity to withdraw at the 
end of each phase; 

- 9 
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Phase 1 policy formulation 
Phase 2 preliminary research 
Phase 3 sketch designs 
Phase 4 detailed design 
Phase 5 prototype construction 
Phase 6 m'-ideating appraisal 
Phase 7 production design 
Phase 8 production planning 
Phase 9 tooling 
Phase 10 production and sale 

5.12 In the light of such a programme the primitive 
concept of the design activity set out in 
paragraph 3»33 can he seen to be more an outline 
for a specific phase than a model of a complete 
design development project. A design project is, 
in fact, a sequence of design problems, each Marginal ref. 83 
aspect of the problem and each component of the 
product becoming a new design problem, to be resol­
ved in the context of what has been decided so 
f r (fig 5.2). 

5.13 Reverting to the opcrstional model of the design 
process referred to in paragraph 4»7? the design 
programme may he thought of as co-existing with 
the systematic model and the analogues, but on a 
third plane (fig 5°3). Thus the systematic 
model describes the logical relationships of the 
parts of the problem, and permits evaluation of 
predicted performance so far5 the analogues, 
selected according to need, simulate the behaviour 
of systems in the problem and predict the con­
sequences of postulated decisions § whilst the 
design programme indicates what should be done next 
if the information is to become available, and 
the decisions are to be made, in the right order. 

Outside all throe is the real world, in which the 
problem arises, against which the arbiters set 
their standards and in which the product will 
eventually be constructed and used. 

5.14 The design programme (and indeed the entire 
product development programme) can be made even 
more effective as a control over the design 
and/or product development activity if the con­
ventions of critical path methods ere adopted 
(fig 5-4). According to this convention every Marginal ref, ^ 
activity which must he carried out in order to 
implement the programme is indicated by an arrow. 
An activity takes place over time, and maximum and 
minimum time allowances for that activity can he 
laid down. Every event which terminates an act­
ivity (for example, the declaration "All detail 
drawings arc now completed I" is such an event) 
is indicated by a box or circle at the end of its 
associated arrow. An event occurs at an instant 
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in time, and earliest and latest permissible 
dates for the event can be laid down. Two or 
more activities may have to be completed before 
an event can take place (for example, all the 
drawings for a project may have to have been 
printed, and all the schedules and a covering 
letter may hrvo to have been typed before the 
event called "All documents now ready for 
despatch to contractor!" can take place). The 
'critical path' is that set of sequential activi­
ties which, added together, determines the time 
span of the whole operation. 

5.15 The design process may therefore bo thought of as 
having threo main components (fig 5°5)* 

1 The advance through the project and through 
time, indicated by the design programme, and 
accomplished with the aid of various analogues. 

2 The branching of tho problem into its logical 
parts, independent of time, indicated by tho 
systematic model. 

^ 3 The cyclical movement through the subproblems, 
occupying man-hours but perhaps co-existing 
in time, connecting the real world, the 
systematic model, various analogues and the 
design programme as described by the re­
iterative routine set out in para. 4°14« 

5«l6 The complexity of a problem is partly a function Marginal ref. 32 
of tho number of systems embraced by the problem 
field and partly a function of richness of inter­
connection of these systems. 

5.17 The boundaries of the problem field mark off 
% both the external context - that is to say, 

the environment from which emanate uncontrollable 
variables such as the ruling market prices -
and the internal context - that is to say, 
the elements of construction which exhibit uncon­
trollable variables such as the physical 
properties of materials. It is usually an 

4 objective to minimise the total work content of a 
programme (in order to cheapen or shorten it), 
so that tho designer will normally strive to 
keep tho problem field small. Sometimes, however, 
a context variable will prove to be so restrictive 
or so uncertain that the designer will extend 
tho problem field in order to gain control over 
it, increasing the complexity but reducing the 
intensity of the problem. 



5.18 The intensity of a prohlem is a function of the Marginal ref. 33 
certainty required in the solution relative to 
the certainty exhibited by the input variables. 
Clearly, it is much more difficult to produce 

% a highly predictable result on uncertain data, 
than to produce a very approximate result on 
reliable data. It is possible, nevertheless, 
to develop a design which is relatively insensi­
tive to inaccuracies in the data, or to reduce 
uncertainty by a carefully graduated develop­
ment and test programme. 

5.19 Examination of case studies indicates that a Marginal ref. 34 
characteristic programme in the consumer goods 
and light industrial products field is as follows? 

Phase 1 - Policy formulation 

establish objectives 
lay down outline timetable and budget 

Phase 2 - Preliminary research 

identify problem boundaries 
^ establish the existing state of the art (library 

research) 
prepare outline performance specification 
(specification l) 
identify probable critical problem areas 

Phase 3 - Feasibility study (sketch designs) 

conduct information generating experiments Marginal ref. 89 
resolve critical problems 
propose outline overall solution(s) (sketch design l) 
estimate work content of phases 4 and 5 
and probability of a successful outcome 

Phase 4 - Design development 

expand performance specification (specification 2) 
develop detailed design (design 2) 
prepare design documentation 

Phase 5 - Prototype development 

construct prototype (prototype l) 
evaluate technical performance of prototypes 
conduct user trials 

Phase 6 - Trading study 

appraise market potential Marginal ref. 35 
appraise marketing/production problem 
revise objectives and budget 
finalise performance specification (specification 3) 

V 



Phase 7 - Production development 

develop a production design (design 3) 
execute production design documentation 

^ construct pre-production prototypes (prototype 2) 
conduct technical, user and market field-tests 

Phase 8 - Production planning 

prepare marketing plans 
A prepare production plans 

design jigs and tools 

Phase 9 - Tooling 

construct jigs and tools 
construct trial hatch of products off tools (proto-

m, "type 3) 
test trial batch 
install marketing machinery and production control 

Phase 10 - Production and sale 

initiate marketing effort 
^ commence production end sale 

feed-hack market and user information 

# 



"& 

•e 

5.20 Taking the model Plan of Work published by the ^ ^ ^ e \ w ^ *** 
Royal Institute of British Architects as a basis, 
the equivalent programme for a building would be 
as followss 

Stage A - Inception 
set up client organisation for briefing 
consider requirements 
appoint architect 

^ Stage B - Feasibility 
carry out study of user requirements 
carry out study of site conditions 
examine planning, design and cost feasibility 

Stage C - Outline proposals 
develop brief further 
complete study of user requirements 
carry out study of technical problems 
carry out study of planning, design and cost problems 

Stage D - Scheme design 
finalise brief 
full design of project by architect 
preliminary design by engineer 
prepare cost plan 
prepare full explanatory report 
submit proposal for all approvals 

Stage E - Detail design 
complete designs for every part and component of building 
complete cost checking of designs 

Stage F - Production information 
prepare final production drawings 
prepare schedules 
prepare specifications 

Stage G - Bills of quantities 
prepare bills of quantities 
prepare tender documents 

Stage H - Tender action 
despatch tender documents 
examine tenders and select tenderers 
let contracts 
notify unsuccessful tenderers 

Stage J - Project planning 
arrange effective communications system 
agree project programme 

Stage K - Operations on site 
v provide design and construction information 

implement construction programme 
instal and effect budgetary control 
instal and effect quality control 

^ 



5.20 (contd) 

Stagei 1 - Completion 
inspect completed construction 
specify rectification of defects 
make good defects 
complete contracts and settle accounts 
relinquish possession to ois/ner 

Stage M - Feedback 
analyse job records 
inspect completed building 
study building in use 

•% 



5.22 The advance permitted in a single assignment on Marginal ref. 36 
a. phased programme is generally "based- en the scale 
of the investment so far, the expected return on 
capital to "be employed and the probability of 
attaining it (fig 5»6)° As the v-/ork proceeds, 
the certainty of the result improves, the return 
demanded on the investment diminishes, and hence 
the ratio of investment to return can be increased., 
Indeed, the whole product development programme 
can be characterised as an attempt to attain 
greater certainty. The main function of design 
management is to sustain a proper balance between 
the mounting cost of gaining greater certainty and 
the diminishing return that the overall invostment 
will yield due to these mounting costs. . 

•̂  
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6 The logic of design |)rocedure 

6.1 Two more concepts must be introduced before the 
4 structure of the design act as formulated in this 

thesis can be presented as a whole. These are, 
firstly, the concept of decomposition, applied to 
the restructuring of the network of subproblems of 
wbonh the overall design problem is composed; 
and secondly, the concept of the theory of games, 
applied to the relationships between the partici-

^ pants in a product development project. 

6.2 It has already been argued (paras. 3.7 a-110- 5»12) 
that the systems comprising a product development 
problem may be interconnected. Indeed, it is clear 
that if a system or group of systems is neither 

^ affected by the decisions made in another (or the 
remaining) systems in the problem field nor affects 
their outcomes, it can be handled as a completely 
separate problem (fig. 6.1), For example, in a 
manufacturing' company's rationalisation programme, 
the redesign of certain of the company's products 
may go hand in hand with the redisposition of the 

* sales force. Both legs of the programme may be 
desirable in the realisation of the overall set of 
objectives. However, it is possible that in the 
circumstances of the project none of the decisions 
available within the design resource can have any 
effect upon the disposition of the sales force, 
and that none of the decisions available within the 
sales reorganization resource can have any effect 
upon product design. They can thus be handled 
as two separate problems. 

4 
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This paper is concerned in general only with 
single problems, and in particular with that class 
of problem which is concerned with the design of 
artifacts. 

6.3 It has been shown (section 3) that according to the 
conventions adopted two goal-decision systems are 
connected when either their respective decision 
variables or their respective output properties 
are identical or dependent. In either event a 
decision affecting one will automatically affect 
the other, and the outcome of one will relate to 
the outcome of the other (fig. 6,2). The two 
systems taken together constitute a larger system, 

6.4 Two such compound systems, if linked, form a 
larger system, and two of these form a yet 
larger system, and so on in a hierarchy until 
the whole problem is embraced (fig. 6.3). In a 
single problem field at least one hierarchy is bound 
to be assignable. If, in a particular instance, it 
proves to be impossible to embrace all the systems 
in one hierarchy, then there must be more than one 
independent problem present. 



6.5 Since, however, all the goal-decision systems in 
a single problem must be inter-connected, at least 
remotely, and since some goal-decision systems may 
be directly related to more than one other, there 
is frequently considerable ambiguitjf as to which 
are the more legitimate or useful pairings and 
hence which is the more appropriate hierarchy 

^ (fig. 6.4). 

6.6 Nevertheless, it is usually possible to distin­
guish groups of goal-decision systems such that 
the richness of interconnection between the 
members of the group is greater than the connec­
tion between the members of the group and systems 

* outside the group (fig. 6,5). 

6.7 Such groups can be taken together to form larger 
groups, and these compound groups to form still 
larger groups, until the whole problem is embraced 
(fig, 6.6). This forms a hierarchy as before, but 

% this time provides an optimum grouping based upon 
richness of interconnection. The technique for Marginal ref. 38 
achieving this hierarchical reconstruction of the 
overall problem network is known as decomposition. 

6.8 If the matrix form of the systematic model is being 
employed (that is, fig. 3.28).the identity of 

4 interacting goal-decision systems is seen where 
given decision variables occur more than once, 
(that is, in col. 8), related to different objectives. 

If the matrix form of the systematic model is not 
being employed then an interaction matrix (fig. 6.7) 
must be prepared before decomposition can begin. 
Several well-tried computer programs exist for Marginal ref. 39 
the automatic decomposition of networks. 

6.9 The hierarchical reconstruction of a problem network 
gives the designer guidance as to the order in which 
he should tackle the subproblems. He is given clear 

^ indications as to which other goal-decision systems 
affect or are affected by a system in hand (fig 
6,8). In most circumstances he is likely to choose 
to work simultaneously or successively on richly 
interconnected systems. 

6.10 Taking into account the importance attached to 
* different objectives, the designer is likely to 

begin on that group of goal-decision systems 
which contains the most important objective, 
and to move on to the group containing the 
second most important objective, and so on. The 
hierarchy shows the direct and indirect connec­
tions with other goal-decision systems and the 
index of merit derived from the systematic model 
shows the quality of performance so far (fig. 6.9). 
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6.11 The second of the two concepts to be introduced 
here is that of the theory of games, as applied 
to the relationships between the participants in 
a product development project. 

The theory of games is concerned with the Marginal ref. 40 
strategies which are available to each of the 
participants in any given game. Its purpose 
is to derive general principles upon which 
participants may determine their best course of 
action at any particular state of play. These 
principles have been applied to other, logically 
similar, activities such as the conduct of buainess 
enterprises and the prosecution of war. 

6.12 In general, the conventions of the theory of games 
can be used to describe any situation where two Marginal ref. 88 
or more people engage in a competitive activity. 
The competitors may be seeking the same or different 
objectives. Groups of participants may form 
transitory or enduring coalitions for common ends. 
A single individual playing a solitary game such as 
patience or solitaire is described as playing 
1 against nature' or against the laws of chance. 

6.13 An essential feature of all game situations is 
that each participant must decide on his course 
of action at various points in play in the light 
of the past and possible future actions of his 
fellow players. An important object of game Marginal ref, 37 
theory is to provide means for determining that 
strategy which will be optimal no matter what an 
opponent might do. 

6.14 Since most business trading situations are game 
situations, the product development projects 
conducted within them are subject to game conditions. 
Even an apparently non-competitive project such as 
the design and construction of a bridge or a dam 
can be considered as a game "against nature". 

6.15 The participants in a product development project 
constitute a coalition formed for the pursuit of Marginal ref. 41 
common ends (see also para. 2.29). In their role 
as arbiters, or as representatives of the interests 
of arbiters, some of the participants nominate objec­
tives, rate objectives, distinguish between context 
variables and decision variables and determine 
limits of acceptability. In their roles as decision 
makers, some select states of the docision variables 
to form a proposed solution. The combined sets of 
objectives of the individual participants consti­
tute the set of objectives for the project. The 
complete set of objectives is only rarely definable 
at the beginning of the project. Most of them 
emerge by mutual consent as the project progresses. 
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6.16 Participants will often have differing sets of 
goals with some in common, some opposing and some 
goals to which some of the participants are 
indifferent. In pursuit of the common purpose some 
sort of implicit or explicit bargain will be 
struck by the participants - sinking differences, 
adjusting standards, supporting one another's 
views. 

6.17 As the game proceeds, a participant may see that 
things are not turning out as he had expected, 
and he may modify his goals, exercise persuasion 
or in extreme cases (if he has the power) veto 
continuation of the game. For example, the 
developer may find that the project is likely to •'••• . 
demand more expenditure than he is able or willing 
to incur, or he may find that the market or the 

^ profit is not likely to be as large as he had 
hoped, or a licensing or standard authority may 
withhold consent. In order to accommodate these 
conditions in the real-world, any effective design 
procedure must therefore permit radical reapprai­
sal of the problem at any stage. 

* 6.18 In a sense, the ultimate purchaser or user of the 
thing designed may be regarded as playing a 
delayed or hidden hand at the table. At the end 
of the game, if the product is offered on a free 
market, he might be in a position to exercise 
a kind of veto by refusing to buy. Foreseeing 
the purchaser's ultimate reaction is an important 
part of the designer's role. Most designers 
also regard guardianship of the user's interests 
(especially where the ultimate purchaser is not 
the ultimate user) as an important part of their 
ethical responsibility, 

6.19 As in most other games, the rules of designing do 
not provide moans for determining who will come 
to the tabic or what his motives and skills may be. 
In a sense, this is a hyper-game - the game of the 
gods - end tho players in the mundane game must 
accept the circumstances in which they find them­
selves. One of the first aots in the design and 
development game is therefore to look around and 
see who happens to be participating in the project 
and what respective bargaining positions of each 
of them are. 

6.20 Similarly, the context variables (i.e. variables Marginal ref. 42 
over which the decision makers have no'control) in 
tho product development game are the results of 
other games going on at the same time. It is a 
social responsibility of the participants to ensure 

4 



6.20 (contd) 

^ that neither the direct effect, that is, proper­
ties P, nor the indirect effects, that is, inci­
dental outputs Q,, of their activities have serious 
adverse effects on systems outside the project 
field (fig 6.10). The pollution of rivers by 
industrial waste, and the effect on the balance 
of nature of excessive use of pesticides, are 

•$ examples of inadequate attention to the effects 
of 0 on systems outside the immedia.te project 
fields. 

6.21 These considerations - that is to say, the hierar-
cliical structure of the problem, and the game 
theory structure of the problem solving act -
must be taken into account in the conduct of a 
project. Thus the hierarchical structuring of 
the problem is reflected in step 2 of the 
routine described in para. 4-14 ("Select the next 
most dominant subproblem which promises to yield 
to analysis"), and the theory of games concept 

4 helps to clarify the meaning of step 3 ("Identify 
arbiters"), step 4 ("Identify objectives"), step 
5 ("Rate objectives for importance") and step 9 
("Establish domain of acceptability"). 

Clearly, the routine set out in para. 4.14 applies 
to every subproblem at every step of the programme Marginal ref. 87A 

^ sot out in para. 5.19 (fig. 6.11). 

s> 
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a. 

7 Design factors 

7.1 The logical model of design problems presented 
here has relied so far upon the correct identifica­
tion of the objectives and goal-decision systems 
relevant to a particular project by the partici­
pants in it. Indeed, it is evident that not even 
the most elaborate logical model will permit 

* arbiters to abdicate responsibility for formula­
ting objectives and ranlcing or rating them. To 
illustrate this, an example can be taken from 
another goal directed problem solving activity -
navigation. Automatic take-off and landing controls 
are available in some aircraft. So are automatic 
navigators. It is only a matter of time before it 

"* becomes possible to dial a map reference or destina­
tion code in order to resolve all the detailed 
subproblems automatically, and to direct an air­
craft, or some other type of vehicle, to any 
desired point. All the automatic problem solving 
equipment in the world does not absolve the navi-

% gator (acting on behalf of all the other participants) 
from deciding where the vehicle is to be instructed 
to go. 

7.2 Moreover, in any systematically linked multi- Marginal ref. 43 
variable problem, there is almost always more than 
one correct solution (para. 2.26). Thus, even in 

4 respect of a given destination, there will almost 
always be more than one practicable route by which 
the traveller could go. 

7.3 Wherever a choice exists, preferences based upon 
a system of values may be exercised. Thus, our 
traveller may discern that of the practicable 
routes available to him one is the quickest, one 
the cheapest, one the safest and one the most 
picturesque. Whether he will value speed over 
cost, cost over safety, safety over picturesque-
ness, etc., will vary from person to person, circum­
stance to circumstance, and time to time. Indi­
vidual people may make their choices, some accor­
ding to well formulated systems of values whilst 
others may be capricious. Classes of people may 
exhibit statistically predictable preference 
behaviour. A logical model of a problem can do Marginal ref. 84 
no more than represent, and an operational model can 
do no more than predict the consequences of, the 
choices open to the people involved in the 
decision-making situation. 

7.4 Hence there is nothing in methodology which will 
substitute for the responsibility of the arbiters 
in a particular project fr cm nominating the objectives, 
identifying the limits of acceptability of the 
qualities associated with the objectives, and 
ranking and rating the objectives as they deem 
appropriate. 

^ j 



7.5 Although it may he possible for a project team to 
identify and rate all the primary objectives at 
the outset of a programme, there will be many matters 

% about which the arbiters will be indifferent, or 
unable to form an opinion, at least at the beginning. 
'Nevertheless, during the course of a project, large 
numbers of major and minor decisions have to be made, 
whether any or all of the arbiters feel strongly 
about them or not, Wherever a decision has to be 
made, some criterion for a 'good' decision (for the 

^ purposes of that project) has to be established. 
Hence an objective has to be established, sooner 
or later, in respect of every aspect of every 
feature of the design and its specification and 
implementation. The question remains - if the logic 
and method of decision-making will not absolve the 
participants from identifying the objectives, and if 
an objective must he nominated in respect of every 
feature of a design, how can the participants 
ensure that every relevant factor is taken into 
consideration? 

7.6 There seem to be four approaches in use by designers -
% systems analysis, morphological analysis, precedent 

analysis and empiricism. 

Systems analysis techniques range from highly Marginal ref. 44 
abstracted models of man-machine-environment systems 
based upon information and control theory, developed 
by cyberneticists; through models of physical systems 

* based upon observed data, developed by system engineers; 
to questionnaire frameworks based upon method study, 
developed by methods and value engineers (fig. 7«l)» 

Morphological analysis techniques employ classifica- Marginal ref. 45 
tion charts for the cross-association of selected 

^ problem elements with alternative solution elements 
(fig. 7.2). 

Precedent analysis ranges from unstructured rumina- Marginal ref, 45 
tion on personal experience, though the study of 
recorded case histories, to the employment of check 
lists of the factors handled in the analysis or 

§ execution of similar problems. 

Empiricism in design consists in either working up Marginal ref. 47 
fully detailed drawings and schedules or proceeding 
to build and test a prototype without abstract analysis, 
thus encountering the decision points only as they arise 
from necessity, 

7.7 The techniques which have achieved the higher levels 
of abstraction (e.g. systems analysis) are clearly 
more flexible than those which depend upon 'learning 
by doing'. Nevertheless, abstraction will normally 
depend upon the distillation of principles from 

^ observed or experienced cases. In general, therefore, 



the more abstract techniques are likely to be 
available in fields where the subproblems (indi­
vidually, if not in combination) have been 

* frequently handled before, and the more empirical 
techniques -will heed to bo employed whore the 
problems are new. 

7.8 Although sparse, systems models, methods study 
check lists, morphological charts and case 
histories exist from which operational cues 

'"' can be drawn. It is not proposed to reproduce 
detailed lists and structures here. However, 
from the arguments already presented, a very 
general classification for design factors may 
be drawn. 

^ 7.9 If a design is to yield a profit to its Marginal ref. 48 
promoter, it follows that the thing designed 
must command a value-in-exchange which is 
greater than its intrinsic value. That is 
to say, the product must be worth more to the 
prospective user than the cost to the producer 
of the materials, processes and labour which 

* went into its production. Thus a few pennies-
worth of china, clay pressed out into shapes and 
glazed to become a dinner service, or a few 
pounds-worth of steel machined to size and 
assembled to become a machine tool, are worth 
more to their purchasers than their cost. The 
measure of the disparity between cost and value-

9 in-exchange is a measure of the profitability 
of the design, 

7.10 Indeed, it can be argued that, with rare exceptions, 
the one irreducible quality which a product must 
have - be it efficient or inefficient, beautiful 

^ or ugly, durable or transitory - is a value-in-
exchange which is greater than its manufactured and 
marketed cost. If a design does not have this 
quality, the capital tied up in its development 
and production cannot be serviced, the distri­
butor has no motive for offering it and the 
purchaser has an actual disincentive for buying 

# it, 

7.11 Value-in-exchange of a commodity is represented Marginal ref. 49 
by the price which people are willing to pay 
for it. It has already been argued (paras. 
2.1 and 6.16) that different people attach 
different values to different things under 
different circumstances. In general, a pros­
pective purchaser will, value a product because 
of its utility or because of its emotional or 



sensual desirability. Except where he has Marginal ref. Cq 
% access to unlimited funds, the cash price which 

he is willing to pay is a measure of the value 
he places on the possession of the commodity, 
relative to his other wants and needs. 

7.12 The term 'utility' is used here to imply the Marginal ref. 0-6 
fulfilment of some practical need, such as the 

* sustenance of food, the earning capacity of a 
machine tool, the shelter of a house. Within 
limits, the better a product fulfils the 
purchaser's need, the more he is usually willing 
to pay for it. 

, 7.13 It is a matter of common experience that scarcity Marginal ref. 90 
in the face of demand causes prices to rise, The 
term 'scarcity' is normally applied to insufficient 
supply in response to a demand arising from need. 
The same mechanism applies to scarcity in the face 
of demand arising from emotional and sensual wants. 
Thus the rarity of an antique, the uniqueness of 

* a curio, the novelty of a toy, the individuality 
of a high-fashion dress, are all expressions of a 
form of scarcity, and in general the greater the 
scarcity the higher the value-in-exchange. For the 
purposes of this argument the term 'rarity' will 
be applied to all these interpretations of scarcity, 
novelty, etc. 

7.14 The emotional and sensual wants of a purchaser Marginal ref. 50 
embrace both sensual gratification, such as the 
appreciation of beauty, music and warmth, and 
social gratification, such as status, security and 
love. Again, within limits, the greater the 

m gratification the more the purchaser will be willing 
to pay. Many emotional and sensual wants are 
actually or historically related to real needs. 
The term 'emotivity' can be employed to describe 
the quality of supplying emotional or sensual 
wants. 

% 7«15 It is also a matter for common observation that in 
respect of both utility and emotivity, many 
purchasers are prepared to pay more for a product 
which is immediately available than for one 
which might be available after some delay. This 
may be described as the quality of availability. 

* 7.16 If one of the project objectives is to maximise Marginal ref. Qi 
the value-in-exchange of the project by providing 
utility, rarity, emotivity and availability, another 
is to minimise the manufactured and marketed cost 
(fig 7.3). 



Cost resides in the outlay per unit product on 
materials, labour, processes, transport, sales 

% promotion, research, design, development, plant, 
premises and the servicing of capital. Minimisa­
tion of cost is perceived in the product as the 
quality of economy of means. 

7.17 Thus, in any project required to be commercially 
n viable, the design should tend to increase the 

product's value-in-exchange by maximising 
utility, rarity, emotivity and/or availability, 
and to decrease the product's manufactured and 
marketed cost by economy of means. The developer's 
gain is not necessarily the purchaser's loss 
(that is to say, in game theory terms, product 

» development is not necessarily a zero-sum game). 
The economic conversion of raw materials into 
more valuable forms can, in appropriate circum­
stances, constitute a net gain in wealth to the 
community as a whole, as well as providing utility 
for the user and profit for the developer. 

7.18 These terms, however, need to be translated into 
others reflecting the practical disciplines within 
which the design is accustomed to work. Thus 
'maximising utility' refers to the problem of 
correctly identifying the functions which the 
product is required to perform and devising the 

o, mechanisms or other means by which these functions 
^<rnayiNbe carried out. To do this effectively, the 

designer must deal also with problems concerning . , _, 
the ergonomic requirements of the user and the f̂ ea-n̂ -̂ - v 
structural and other physical limitations of the 
materials of construction. (fig. 7«4)« 

% 7.19 Economy of means demands that the mechanisms and 
structures employed should be well-fitted to do 
their jobs, but without redundance. It also demands 
that the needs and limiations of the available 
materials and methods of production should be 
considered. Similarly, the call on capital for 
development, production and marketing has to be 

"̂  shrewdly calculated (fig. 7«5)» 

7.20 The quality of availability reflects not only on 
the financial, productive and marketing capacity 
of the developer to get the right number of 
products to the right places at the right time, 

•& but also on the motivational forces which will 
make a prospective purchaser wish to buy such a 
product at all, attract him to a particular brand 
and impel him to buy at once or later (fig. 7«6"). 

^ 
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The problem of aesthetics 

8,1 Aesthetics has been singled out from all the disci­
plines which affect design for three reasons -
firstly, it is often quoted as the factor, or one 
of the factors, which distinguishes design from 

^ other types of problem solving activity:; secondly, 
it is widely regarded as being beyond the reach 
of rational analysis; and thirdly, it is perhaps 
the least well developed, in the theoretical or 
academic sense, of all the disciplines handled by 
a designer, 

• 8.2 Aesthetics is the art or science of the appreciation 
of the beautiful. Although commonly associated with 
appeal to the eye alone, the term is equally applic­
able to the gratification of the other senses. 
Thus, the sound of music may be aesthetically 
pleasing, the feel of slime aesthetically repulsive. 
So, to some people, is the sight of a man stuffing 
food into his mouth with his fingers. Behaviour, 
as well as appearance, can be perceived as beauti­
ful or repellent. Hence good taste and bad taste, 
in all their manifestations, are the subject matter 
of aesthetics. 

§ 8.3 The application of aesthetics in practice consists 
mainly in doing things (such as designing furniture) 
which are calculated to please the senses, and in 
appraising things (such as selecting a wine) accor­
ding to their appeal to the senses. 

Aesthetic theory may be concerned with finding out 
18 what, in general, is pleasing and displeasing, 

good and bad; or what is pleasing to particular 
groups or sections of the community; or with 
how some sensations come to be more pleasurable 
than others. 

8.4 A measure of what is pleasing or displeasing to 
* most people, or to different classes of people, 

can be determined by the applied experimental Marginal ref, 51 
psychologist, using market research techniques. 
Howover, for a market researcher to say that most 
people like yellow and do not like brown is not 
to say that yellow is good and brown is bad, except 

-% in the opinion of those people in those circum­
stances at that time. 

8.5 The thorny question of what tastes people ought to 
have is a matter of ethics. 
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0.5 (contd) 

Questions like 'What do we mean by good?' 
are of the very essence of ethics or moral 
philosophy. In fact, one could say that since 
aesthetics is the study of the appreciation of 
the beautiful, and since beauty, like truth and Marginal ref. 93 
goodness, is among the subject of ethics, then 

* aesthetics falls into the general field of ethics. 

8.6 Alternatively, one might say that aesthetics falls 
into two broad divisions - descriptive aesthetics, 
which deals with the empirical facts about perceivable 
qualities and the statistics of preferences; and 

-A ethical aesthetics, which deals with good taste and 
bad taste, or appropriateness, 

8.7 Descriptive aesthetics, in the tradition of naturel 
science, seeks to observe and understand the nature 
of phenomena but passes no judgement upon them. 
As time goes on, the techniques and knowledge Marginal ref. 94 

* developed by the perception psychologist and 
biologist make observation surer and bring more 
and more aspects of aesthetic phenomena into the 
area of the lonown, and, within limits, the 
statistically measurable. 

8.8 Ethical aesthetics, on the other hand, does seek 
* to make judgements. Ethical aesthetics is 

concerned with deciding what is good and what is 
not so good, so far as the sensual apprehension 
of phenomena is concerned. It is thus setting 
greater value on one phenomenon and less on 
another. 

8.9 An essential feature of all value judgements is Marginal ref. 52 
that they make comparisons. These comparisons 
may be direct 'product-to-product evaluations. 
On the other hand, in a field where a history of 
critical appraisal has been built up, formalised 
criteria or standards may emerge by which any new 

4 offering may be judged without direct reference 
to specific counterparts. 

8.10 Philosophers can, and do, debate ad nauseam the 
criteria by which one appraises criteria, but for 
practical purposes one is usually forced back, 
sooner or later, on the final arbiter - the 

* 'consensus of informed opinion'. Sometimes 
'informed opinion' is synonymous with 'public 
opinion'. Sometimes it means 'professional 
opinion'. A great deal of what passes for hard 
scientific fact is based on a consensus of 
professional opinion. Just as with scientific 

-g hypotheses, aesthetic criteria hold good just as 
long as they are accepted by the consensus of 
informed opinion. 
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3.11 Most stable value judgements are built up like Marginal ref. 95 
the case lav,- of our courts of justice. Each 
judgement is based upon precedent. Each decision 
is added to the collection of judgements, and each 
added decision changes both the norm or 'centre of 
gravity' and the field of application of the collec­
tion. The next decision is thus made on criteria 
different from these on union the previous decision 
uas based. In stable conditions, a consistent but 
gradually adapting standard is reached. 

For example, given a new consignment of Burgundy, 
the question of whether or not it conforms with the 
accepted alcoholic content for its class is a 
matter of fact, susceptible to measurement. This 
is neither an aesthetic nor an ethical matter. 

That the 'accepted alcoholic content' is right for 
this class of Burgundy is something' which has 
grown up on precedent in the manner of case law. 
This must originally have been a matter of 
aesthetics, within the limits of practicability. 
That it may have become embodied in the law for 
the purpose of tax collection is irrelevant, 
although the existence of such a law may very well 
help to stabilise and perpetuate the original 
aesthetic judgement. 

8.12 Vftiether or not one ought to drink alcoholic 
beverages is a moral question but not an aesthetic 
one. Repugnance in the face of the behaviour of 
the inebriated might be a strictly aesthetic 
reaction, but objections to alcohol are more often 
strictly moral. How many people like Burgundy, 
and how many people think it is wrong to drink 
alcohol, are matters of fact. Since they are facts 
about aesthetics and ethics, we have called the 
science of measuring them descriptive aesthetics 
and descriptive ethics, respectively. Descriptive 
aesthetics and descriptive ethics pass no judge­
ments and set no standards, they only measure 
observable facts. 

On the other hand, the question of whether or not 
the new consignment is to be pronounced a 'good' 
wine is a proper matter for practical (or ethical) 
aesthetics, since it concerns a value judgement 
to be passed by informed Opinion. The criteria 
for judgement, such as colour, bouquet, flavour, 
body and after-taste, may or may not be systematic­
ally applied in passing judgement. In many classes 
of aesthetic judgements the criteria are not 
consciously recognised at all. But when, say, a 
professional wine taster evolves such criteria 
for the purpose of classifying wines, he is 
practising descriptive aesthetics. He may 



8.12 (contd) 

himself hate the taste and disapprove of alcohol, 
b but his task is to apply the test of precedent. 

The actual ethical aesthetic judgement is per­
formed when the body of informed opinion declares 
the wine fit or unfit to be added to the collec­
tion of good Burgundies. This judgement may be 
represented by - even predicted by - the tests 
evolved by the wine taster. But the final 

# judgement is not dependent upon, and sees no 
immutable truths in, tests evolved by wine tasters. 

8.13 Moreover, unless the new consignment is an 
absolute orthodox, average example, it will have 
shifted the 'centre of gravity' of the collection -
(using the phrase in the sense referred to above-/ 

* by which the next consignment will be judged. <Z' ^ 
If, for example, it exhibits a somewhat dryer flavour 
than the norm of the collection so far, and yet is 
accepted, then either the norm or the tolerance for 
Burgundy flavour is shifted slightly towards dry­
ness. If its colour is lighter, and yet is accep-

$ ted, then the norm or the tolerance is moved 
slightly towards paleness. 'They' decide -
whatever the wine tasters may have predicted. 
But who are 'they' - the body of informed opinion, 
the trend setters? Each individual says, 'This 
is a good wine'; and if you ask him why, he 
replies, 'because it pleases me'. He may or may 

t* not enumerate the qualities, such as bouquet and 
body, which particularly please him, and may or 
may not indicate that these qualities override 
the abnormalities of dryness and colour. It is 
possible to distinguish between 'I happen to like Marginal ref. 53 
this sample', which is almost whimsical in its 
arbitrariness, and 'I recognise that this sample 
conforms well to those criteria which are generally 
accepted to be the marks of a good wine', which 
defers to the consensus of opinion. 

8.14 Mutative or exploratory behaviour is natural in 
man, and each individual from time to time finds 

^ pleasure in exploring the perimeter of current 
experience. Prom time to time he will turn to 
some offbeat titillation. Imitative behaviour 
is also natural in man, and there are many who have 
not the imagination or the opportunity for trail 
blazing, but who are ready to follow in a new 
direction once it has been shown to them. So when 

* a mutation occurs in our Burgundy, there are some 
who will find added pleasure in it and some who 
will not. There are others who, if they see, 
will imitate. 'They' are the people who are found 
to be the most reliable models by those who have 
not the time, the opportunity or the discriminatory 
powers to be their own arbiters. 
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8.15 The essence of aesthetics is choice, the aim is 
appropriateness, and the criteria arc the centre 
of gravity and the periphery of all the choices 

% made so far. Each man has his own standards and 
a consciousness of other people's standards. Each 
makes his own choice. Other people with a similar 
background may make a similar choice. The designer's 
special problem is that ho must usually foresee the 
probable future choice of other people, as well as 
his own. 

8.16 Given that aesthetic judgements must be made by 
people, and that predictions about the judgements 
which people are likely to make must be based upon 
a kind of case law, it should be possible to 
collect data and to carry out analyses of trends 
and probabilities, using techniques well developed 

* • in the natural and social sciences. Any such 
data must ultimately be translated by the designer 
into a goal-decision system. That is to say, he 
must establish which properties, and which 
different states of a property, will give rise to 
varying degrees of satisfaction; and he must estab-

^ lish which decision variables, and which different 
states of a decision variable, will give rise to 
the desired properties. A primary purpose of this 
paper is to clarify the logic of these basic 
relationships. 

8.17 Very little is known about the combinations of Iferginal ref. 54 
"» properties - shape, proportion, colour, texture 

and so on - which give rise to aesthetic satisfac­
tion. Such work as has been done can hardly be 
said to have put into the hands of designers 
either a corpus of knowledge or a set of tech­
niques capable of providing rational aesthetic 
decisions. In the meanwhile, the only effective 
'black box' is the sensibility of a discerning and 
creative designer in full communion with the life 
and times of the society vmich he seeks to serve. 

8.18 The question of ethics remains. Not only in 
connection with aesthetics, but also in connec­
tion with other design factors such as relia­
bility, safety and profitability, a designer 
may well find himself faced with a disparity between 
what people seom to want and what he thinks they 
really ought to have. For example, an architect 
or industrial designer may be urged by his client 
to produce a design which is 'popular' in style 
whereas he may feel that pandering to popular 
tastes cheapens the aesthetic standards of the 
community. Or again, an engineer might be 
required by his brief to place greater emphasis 

ŝ 
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on economy of means and less emphasis on factors 
of safety than he nay feel is proper. 

In this the designer is neither more nor less 
responsible to his conscience and to the community 
as a whole than any other member of the community, 

8.19 Clearly, it is important to the self-respect of 
an individual, and ultimately to the stability 
of a community, that he should be able to avoid 
dishonesty. Society depends in the long run upon 
a reasonable assurance that accountants respect 
the integrity of figures, lawyers the integrity 
of the law, doctors the integrity of human life, 
and designers the integrity of design. However, 
a citizen consulting a doctor or a lawyer depends 
upon it that his adviser is dedicating himself 
to the patient's or client's personal interests. 
He would be greatly dismayed if he thought that 
his doctor or lawyer was sacrificing his direct 
interests on the altar cf some scientific or 
philosophic truth. If he were a manufacturer or a 
consumer he would bo equally dismayed if he thought 
that his designer was sacrificing his. .interests on 
the altar of some aesthetic or technological truth." 

8.20 This .underlines the. distinction between the role-
and responsibility of the professional worker, 
dedicated to the.service of the ccv.,_.unity, on the 
one hand, and that of the pure scientist, fine 
artist, or philosopher, dedicated to the pursuit, 
of truths, on the other,, Generally speaking, 
..a man must make up his mmd whether, he is. artist 
or• designer., scientist or engineer, philosopher 
or lawyer and.assign his .priorities accordingly. 

8.21 Inevitably, there will, always" be. a- little of the 
altruist in the idealist, and fee versa. 

It'is, a weakness..of the present system of educating' 
architectural, engineering and industrial designers 
that so often the pursuit of the ideals of fine 
art and.pure, science-arc- presented as the only 
respectable principles.,, and the concepts of the 
pursuit of altruism in.social and profassional 
service are so often.ignored, 

a 8.22 Ethical (and aesthetic) questions arise in. the 
nomination of objectives for a project, in the 
ranking or rating of objectives, and in the assign­
ment of limits of acceptability. The weight which is 
attached to fulfilment of an objective and the 
level at which minimum acceptability is set will 
depend upon the attitudes end negotiating strengths 

£ " o f the various participants, It has already been 
indicated (para. 6,18) that most designers regard 
guardianship of the ultimate user's interests and 
of the community's interests, at all levels, as .their 
"special ethical.responsibility. Little work has been-
done, however, to assemble any corpus of knowledge-
on -the systems of values extant in the community, or 
of those actually exercised by designers.. 

^ 
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9 Tho problem of imperfect information 

9.1 In the problem solving routine set out in para­
graph 4«14> "the problem solver is required first 
to identify a system connecting one or more 
properties P v;ith controlling decision variables 
D and context variables C, and then to select 
such values erf D as will optimise the provision 
ofpro^Qrt±es~^/. It has .already been noted 
(section 4) that the laws which govern the 
relationship of any given property with its con­
trolling decision and context variables -will be 
defined by the disciplines - physics, mechanics, 
economics, psychology, etc - within which the 
particular system lies. 

9.2 The range of disciplines over which the designer 
, must have some command has also already been 

discussed (section 7)« Some of those disciplines -
for example, mechanics, structures, finance - are 
concerned wholly or mainly with quantifiable 
phenomena, and the laws operating within them 
are well known. Other disciplines - for example, 
motivation, anesthetics, ergonomics - deal with 

' phenomena which are largely qualitative, .and the 
laws operating within them may be less readily 
describable. 

9c3 Nevertheless, a designer is still required to 
select values for his decision variables and to 
predict by calculation or judgement what will be 
the resultant properties in the outcome. It has 
been observed (section 4) that in order to bo able 
to do this ho will often use operational models<-v^ /> e '̂  '^) 

9.4 Although the laws governing" qualitative phenomena 
are less widely understood and the moans employed 

& for 'calculating' the outcome of given decisions 
relation to them are often highly empiric, the 
means for setting out qualitative relationships 
in abstract or generalised notation, and for 
computing the results of decisions, are already 
moderately well developed in formal logic, 
Boolean algebra., theory of sots, etc. Tho diffi-

*> culty lies more in the lack of tabulated data in 
the fields of motivation, aesthetics, ergonomics, 
etc, than in the lack of means for manipulating 
that data once gathered. The principal distinction 
between phenomena from the operational point of 
view is therefore not in their 'qualitative- v, 
quantitative' character but in their 'known v. 
not known' character. 

9«5 Statisticians and cyberneticists distinguish three Marginal rof. 55 
conditions of information - certainty, risk and 
uncertainty.. Certainty is the condition where 

•P 



9.5 (contd) 
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the state of a phenomenon is known and can be 
relied on to remain fixed or to vary according 
to some predictable pattern. Risk is the condition 
where the state- of the phenomena is known to lie 
within a given range, or to be varying over a given 
range, with a calculable probability of being found 
at a given state, or within a given zone, at a 
given time. Uncertainty is the condition where 
the state of the phenomenon is not known, and the 
probability of its talcing a given value or of being 
found within a given zone is not known. 

^ Thus, if someone were to spin a coin on a plate 
he could state with certainty that it would 
eventually come to rest, predict with known risk 
that it would show heads, and wonder with uncor-
taintjr what might have happened to the coin by that 
time on the following week. 

* 9.6 In the final analysis, oven the apparent cer­
tainties of physical laws are only relationships 
which, it is predicted, will continue to prevail 
over the not too distant future, with a very small 
risk of being proved wrong, whilst the apparent 
uncertainties of human whim are really phenomena 

^ which can be predicted only with a very high proba­
bility of being wrong, so that strictly speaking, 
certainty and uncertainty acre really no more than 
the extreme cases of a range of degrees of risk 
(fig 9.3). 

9.7 In a problem solving situation, a system in which 
* a prediction about an outcome can be made in 

conditions of certainty may be described as a 
deterministic system; a system in which a pre- Marginal ref. % 
diction can be made in conditions of risk may 
be described as a probabilistic system; and one 
in which no prediction can be made may be described 
as a capricious system. 

Thus, amongst functional, mechanical and struc­
tural problems in particular, a designer will find 
himself dealing with deterministic systems -
that is to say, with systems where the selection 
of a particular state for the decision variables will 

-ft reliably result in a given state of the related 
property defined by the objective. Amongst pro- Marginal ref. 96 
duction, marketing and ergonomic problems in partic­
ular, he will find himself dealing with probabilistic 
systems - that is to say, with systems where the 
selection of a particular state for the decision 
variables will result in a calculable statistical 

4 probability of the state of the property being' 
found at a given point or within a given range. 
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Amongst motivational and aesthetic problems -
in the present state of knowledge - he will 
encounter capricious systems where he has no 
calculable assurance that a particular decision 
will produce a given result. 

As the state of human knowledge progresses, 
more and more systems which have hitherto been 
regarded as capricious become probabilistic, 
and as the degree of human control over pheno­
mena increases (in particular, of control over 
the quality of materials and processes), more 
and more systems which have hitherto been 
probabilistic become deterministic, 

9.8 In addition to having to discern the laws 
connecting the decision variables, context 
variables and output properties in a goal-decision 
system (or choosing' to regard the systems as 'black 
boxes' and establishing the outcome by means of 
trial and error in operational models), the 
designer must collect or generate the data he 
needs, especially concerning the context variables, 

9.9 Unfortunately, very commonly, the data is diffi- /Marginal ref. 57 
cult to find, and when found it very often con­
tains redundancies, errors and omissions, Stoî ning'' 
from the early days of information theory, which 
was then concerned mainly with the quality of 
transmission of sound over a telegraph line or 
a radio carrier frequency, the term 'noisy' is 
applied to information which is overlaid with 
redundancies and errors. Signals which contain 
neither noise nor omissions are called 'perfect' 
information. Thus data can be perfect, noisy 
or incomplete. 

9.10 Some data will have been gathered, tabulated or 
classified, and stored awaiting retrieval and 
use. Examples of this kind of data are seen in 
architects' and engineers' handbooks, manufacturers' 
catalogues-, research reports and case studies. 
Other data will be obtainable readily enough, 
but not having been gathered before, must be 
sought out in the field and recorded. Examples 
of this are seen in site surveys, market research 
and anthropometric studies.. Yet other data are 
not available at all, and must be generated by 
experiment. Examples of this are seen in test 
marketing, destruction testing and stress analysis. 
Some such data can only bo generated retrospectively. 
Almost any combination of deterministic^ probabi­
listic or capricious; noisy, perfect or incomplete; 
and retrievable, surveyablo or generatable infor­
mation may bo found in a design problem. 



9.11 According to information theory, the infor- Marginal ref. 58 
mation content of a signal is proportional 

* to the degree to which it narrows the field 
of remaining uncertainty. For example, the 
discovery that a component in a design needs 
to be electrically insulating immediately 
narrows the field of choice of materials from 
which it can he made. If it also needs to he 

p heat-resisting, this narrows the field again. 
The unit of information content is the 'hit', or 
binary unit of information, and is defined as 
that which halves the uncertainty. 

9.12 The purpose of a design project is to identify 
the requirements of a product and to describe 

* a design calculated to meet those requirements. 
Every piece of data gathered, and every decision 
made, contributes to reducing uncertainty about 
the nature and effectiveness of the end product. 
(fig 9»4)« The measure of efficiency of the design Marginal ref. 97 
act is thus the measure of the information content 

„ of the data employed and the decisions made. Any 
time, effort or other resources expended in the 
design act which does not reduce uncertainty 
about the requirements, nature and/or effective­
ness of the end product is wasted. 

9.13 In the majority of cases the cost of the resources 
% devoted to design and development must be added 

to the selling price of the product or set off 
against the profit arising from the sale of the 
product. There is therefore considerable pressure 
to keep the cost per unit product of the design 
and development programme as low as reasonably 
possible. This may be achieved by curtailing the 

a design and development effort so that a greater 
or lesser degree of residual uncertainty remains 
about the requirements for or effectiveness of 
the product when it finally goes on to the market? Marginal ref. 101 
by spreading the cost of design and development 
over the maximum number of products; or by 
increasing the efficiency (i.e. information con­
tent) of the design and development activity itself. 

9.14 G-oing into production with residual uncertainty -
that is to say, taking a gamble - may well result 
in higher profits and quicker returns if it 
succeeds. There is also a higher risk of total Marginal ref. £3 

h loss. Paying the price of making sure, or spreading 
the cost of a more elaborate design and development 
programme over a larger number of products, generally 
result in greater certainty of a smaller profit and 
with delayed returns. 
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9.15 It is characteristic of the mechanism of the 
money market that capital tends to flow to the 
lower risk investments. The laws of supply and Marginal ref, 59 
demand apply to capital as much as to anything else. 
Hence investors jostling for the security of low 
risk enterprises have to be content with low 
interest rates and investors adventuring in 
high risk enterprises demand high interest rates. 
All investment is a gamble, of course, and is 
based upon the assumption that the performance 
of the management concerned will continue in the 
future to be rather like his overall performance 
in the past. Hence any new management tends to 
be regarded as involved in a high risk enterprise, 
and any capital invested tends to be provided 
in the expectation of ultimate high, returns if the 
enterprise should succeed. The rate of return 

which would have to be offered in order to a 
tendency for capital to flow.into a project is 
described as the marginal cost of financing it. 

9.16 Whether a design and development project is financed 
*> by bank or other institutional loans, or by public 

investment, or by the allocation of existing resour­
ces, the return required must in the long run reflect 
the risk of the enterprise. If it does not, capital 
will tend to flow in or out until the laws of supply 
and demand force the interest rates up or down. 

* Where a high risk enterprise is undertaken on a 
developer's existing resources, he will tend to 
limit his investment to a given fraction of his 
total resources, so that a total loss would 
not unduly affect his overall return. In all Marginal ref. 99 
cases, therefore, there is a direct relationship 

% between the residual uncertainty at the end of 
a design and development project and the cost of 
servicing the capital resources employed (fig 9«5) 

9.17 Since, on the other hand, the cost of achieving 
greater certainty is itself a call on resources, 
it is clear that the design and development acti-

4 vity must be conducted on such a scale or with 
such efficiency that the justifiable cost (approp­
riate to risk) of servicing capital plus the 
cost of design and development is equal to 
or less than the margin between the selling 
price and the manufactured and marketed cost 
(fig 9.6). 

9.18 It has already been argued (paragraph 9H2) that 
all expenditure of resources on design and 
development must contribute to the reduction of 
uncertainty about the properties required to be 
exhibited in the end result, and the degree to 

^ which these properties are, in fact, provided by 
the design. Vtfhere the systems relating to 
these properties are probabilistic systems, the 



ft 

design and development activity can only determine 
the statistical probability with v/hich the property 
will be found, or will loo found within a given 
range, in the end result. The probability with Marginal ref. 60 
which an overall end result will be found con­
taining simultaneously the required properties in 
two probabilistic systems is the product of their 
respective probabilities. For example, if a 
coin is tossed, there is a .5 probability of its 
coming down heads. If two coins are tossed, there 
are four possibilities - two heads, one ha ami one 
tail, one tail one head, two tails - or a probab­
ility of .9x.5 = »25 of their coming down two heads. 
The expediency of proceeding with a given proposal, 
in the light of its overall uncertainty, may 
therefore he expressed as: 

P_ / N Ri 1 Marginal ref. 100 

1 1 w>} 
where 

P.̂  signifies the index of expediency P.? 
"i of proceeding with proposal i 

P~ (x) signifies a particular value x for 
i the index of expediency P^ 

R. signifies the expected return per cent 
on the capital employed, if proposal 
i were to be successful 

F. signifies the marginal cost per cent 
of servicing the capital employed, 
if proposal i were to be proceeded 
with 

Q signifies the index of probability 

Qr-p / v* signifies the overall probability that 
i n j the properties P will take up the 

n / 
states x predicted (,that is, that 
proposal i will he successful) 

A negative value for Pjjw(X) would suggest that the 
proposal is not worth pr.oceeding with, since the 
expected return is less than that associated with 
the degree of risk involved. 

9.19 In many cases the expected return R. on the capital 
employed in a project will reflect the merit of the 
design in other respects, 

R. = fM. (t) 
1 ly 



It might therefore bo necessary first to establish 
the predicted quality of the solution apart from 
its merits as a capital investment, and then to 
re-calculate its overall merit, taking into account 
its financial expediency in the light of its other 
meritso Normally, the relative importance of the 
financial and other considerations will have been 
taken into account in assigning importance ratings 
to objectives. 

M,„ ( O 
iy 

l(V°nW) + (VVX>) 
2 ^r_ + rp 

L. n E. 

where 

% M. (t_) signifies the state t_ of the 
^2 index of merit M associated with 

performance y0 of proposal i, 
takina- into account its expediency 
P E / 

l 

^ rp signifies the weighting to he given 
E. to the index of expediency P,-, . 
I ii. 

l 

9.20 A technique for setting out the possible outcomes 
of alternative courses of action (in this case, 
of alternative designs and/or of alternative levels 
of research, design and development effort) is 

# known as the pay-off matrix (fig 9-7) • The Marginal ref. l'>2 
merit of each alternative proposal under each of 
the sets of circumstances which might then prevail 
is set out, so that a selection can be made. In 
most research, design and development projects, a 
reappraisal of this sort (whether formally set out 
or not) is usually made at the end of each stage 

- of the project programme (fig 9-8). 

9.21 It can be concluded that every effort should he 
made to avoid dependence on capricious systems, 
or systems with high uncertainty. Probabilistic 
systems are better than capricious systems and 

. deterministic systems are better than probabilis­
tic systems, so far as the efficiency of the design 
act is concerned. For a. particular sot of phenom­
ena to constitute a deterministic or probabilistic 
system, there must ho laws connecting inputs with 
outputs. The discernment of such laws from 
examination of case studios, tabulated data and 

% experiment is an important function of design 
research,, 
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9.22 It can also he concluded that retrievable (i.e. 
already tabulated) information is generally better 
than surveyoble or generatable information, on 
grounds of cost* Perfect information is obviously 
tetter than noisy or incomplete information. This 
again emphasises the importance of recording full 
and accurate case study data, 

9.23 There are three things which a designer can do to 
ease his task. He can strive to see that the 

•% • project objectives define as large an arena for 
performance as possible, he can try to produce as 
flexible a solution as possible, or he can make 
simplifying assumptions. 

A large arena for performance means that the des­
igner is not so closely hemmed in by constraints 
that success in fulfilment of one objective is 
achieved only at the cost of marginal fulfilment 
of another, and a flexible solution is one which 
will accommodate to unexpected variations in input 
or output data. Taken together these can be 
described as creating conditions where a 'loose 
fit' between design and requirements can occur with­
out detriment. 

% 

The technique of making plausible simplifying 
assumptions in the face of non-deterministic 
systems or noisy d"ta can greatly speed progress 
in the solution of a complex problem provided that 

% care is taken to validate experimentally any 
assumption that promises to he critical to the 
validity of the solution as a whole. The advantage 
of making assumptions rather than testing all 
available states resides in the fact that once a 
solution has been found it is only necessary to 
prove that the assumed value is valid, instead of 

® establishing that a certain range of states would 
he equally or variably valid. The employment of 
operational models (section 4) is frequently 
associated with the solution of problems based upon 
assumption and test. 
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10 Techniques in problem solving 

10.1 Traditionally, the designer has worked largely 
6 intuitively - studying his brief, scanning the 

evidence, ruminating upon implications and sketch­
ing ideas without the exercise of very much conscious 
control over the activity of design decision making 
itself, or very much conscious reasoning in arriving 
at decisions. In many classes of design problem this 
procedure has been, and is likely to remain, 

% entirely adequate. In textile, clothing, jewellery, 
some ceramics, much interior and most furniture design, 
for example, it would seem that circumstances would 
seldom warrant the expenditure of much time and effort 
on justifying, intellectually, propositions which can 
be very rapidly tested in practice. 

% 10.2 There are some areas, however, where it is becoming 
less and less possible to depend wholly upon intui­
tion in choosing a route through the problem or in 
making design decisions. For example, the design 
of complex buildings such as hospitals involves 
such a very large number of interacting variables 

^ and requires so many detailed subproblem solutions 
that the architect cannot trust to intuition to 
tell him which is the best order in which to deal 
with them or whether he has covered all the ground. 
Similarly, there are some mechanical and systems 
engineering problems (not always relating to big 
or complex structures) which involve such complex 

% overlays of the areas of acceptability in objec­
tives, and such limited intersections of the curves 
of feasibility, that the chances of selecting 
intuitively a design idea which will turn out to 
be both feasible and acceptable are very remote. 

The increasing standards of performance being demanded 
* of designs, and the increasing variety of materials 

and processes becoming available to construct them 
with, are tending to increase the frequency with 
which such difficult cases arise. 

10.3 There is evidence, moreover, that even where prob- Marginal ref. 61 
lems are to be handled intuitively, a designer (or 
other problem solver) is better able to ruminate 
on his particular problem when he is in possession 
of 'structural' concepts of the logic of the 
general class of problems into which his problem 
falls and of the general programme of events 
through which his activity is likely to pass than 

4 when he has no such structural concept, 

10.4 It is important to distinguish between technique and 
policy. A problem solver may choose to follow a policy 
of planning (which is defined as the policy of intelli­
gently anticipating how an objective can be achieved) Marginal ref 
or one of expediency (which is defined as the policy 103 
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of heing guided hy needs of the moment), which­
ever he chooses, as he comes to each decision 
point, he can employ the technique of rational 
decision making (rhich is defined as trying to 
reach a conclusion on the basis of reasoning 
from premises by connected thought) or the tech­
nique of intuition (which is defined as reaching 
a conclusion by insight or assertion), 

10.5 It is also important to distinguish between the 
manner of forming an intent and the manner of 
pursuing it. The objectives in a design project 
may be selected by reasoning or intuition. The 
standards set may be high or low. But however 
they are arrived at, questions as to the merits 
and demerits of the objectives and standards 
selected must rest ultimately on question .as Marginal ref.1'04 
to the value systems of the people involved or of the 
society in which they operate. Some such ques­
tions stand beyond the reach of analytical 
reasoning, 

10.6 The pursuit of these objectives, on the other 
hand, can always be evaluated as efficient or 
inefficient (in terms of economy in the employ­
ment of time and money in problem solving), 
effective or ineffective (in terms of degree of 
fulfilment of the objectives), and safe or risky 
(in terms of probability of the proposed solution's 
turning out in the event to be as effective as 
prescribed), 

10.7 Thus the polarities of reason v intuition occur 
at all three levels - in the selection and ranking 
of objectives, in the organisation of the design 
activity and in the making of solution decisions. 
All combinations and degrees of these polarities 
are found in design practice. 

10.8 In general, careful reasoning at any or all levels 
tends to slow down the design activity and make 
it more costly, especially during the earlier 
stages. On the other hand, it also tends to dimin­
ish risk. 

Intuitive methods are therefore appropriate 
where the risk and/or consequences of failure are 
acceptably low, and rational methods are 
appropriate where risk and/or penalties are 
high and must be minimised. 

10.9 The principles developed in this thesis are 
intended to apply to both intuitive and rational 
methods, and at all three levels of design plann­
ing and execution. The techniques and termin­
ology presented are intended to be compatible 
with the neighbouring disciplines of cybernetics, 
management science, operational research and system 
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engineering. Indeed, the argument set out here 
^ can be categorised as the application of these 

disciplines to the design activity. 

10.10 Although some of the techniques are far from fully 
developed, there is at least a principle, established 
in management science, operational research or 
conventional design practice, which can be applied 

% to each of the steps in the design process descri­
bed in section 6 (fig. 10.1). It remains, there­
fore, to accumulate sufficient case study material 
on the application of these techniques to design 
problems in order to provide a valid design 
science. 

^ 10.11 It has been repeatedly argued here that the 
exorcise of value judgements in the nomination and 
rating of objectives is and must remain a human 
responsibility outside the logic of the problem 
itself. The development of automatic problem 
solving techniques would not, therefore, affect 

» the importance or human control of value systems. 
Indeed, they might well cause the exercise of 
value judgement to become a vastly more important 
part of the designer's role. 

10.12 The other area where the role of the designer has 
hitherto boon regarded as vital is in the creative 

$ act of conceiving design ideas or solutions-in-
principle. Given adequate data, however, it is 
possible, at least in principle, to employ 
automatic search techniques for' finding feasible 
and/or optimal solutions within the problem con­
straints. This is particularly practicable in the 
case of probabilistic and deterministic systems -

* that is to say, in problems where the laws 
governing the relationships between decision 
variables and output properties are known or ca­
pable of imitation by models. 

10.13 Even in the case of capricious systems - that is to 
say, in problems where no laws can be discerned in 

a the connection between the decision variables 
and the outcomes - it is at least theoretically 
possible to generate random decisions automati­
cally, to build prototypes of the system and to 
compare outcomes until an acceptable solution 
is reached. 

10.14 The capacity to postulate new ideas is therefore 
not an indisponsible part of the human role, 
although in the present state of the art and 
science of design it is an extremely effective 
one. 



^ 

10.15 The "basis of the effectiveness of human creativity Marginal ref 10b 
is the capacity of the human "brain to provide 
cheap end subtle (though inaccurate) operational 
models by which the more promising ideas can be 
quickly sorted from the less promising ideas. 

10.16 For maximum efficiency, a design programme would 
be conducted with a mixture of rational and intui­
tive techniques appropriate to the nature of the 
objectives, the quality of the data, the character 
of the problems and the certainty required in the 
end result. 

It cannot be emphasised too- strongly that this 
paper is not advocating the slavish pursuit of the 
principles and routines set out here, in the manner 
of a step-by-step recipe for designing. On the 
contrary, the matters contained here are seen as 
providing, at best, the same sort of guidance 
as that provided by semantics, accidence, syntax 
and the principles of composition for the prepar­
ation of literary works. In other words, they are 
an attempt to make explicit the practices which 
discerning people seem to be adopting. 
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11 Summary and conclusions 

11.1 The arguments and hypotheses set out in this thesis 
are based upon the observation and analysis of a 
number of case studies, listed in the Appendix. 
Concepts developed in neighbouring disciplines 
have bsen employed to illuminate the nature of the 
design activity. It is concluded that design is 
a specific example of a general pattern of problem-
solving behaviour, 

11.2 All problem-solving activities are goal-directed,-
The correct identification of the goals, as well 
as the discovery of means for attaining them, is 
an essential part of the activity. 

11.3 Most design problem-solving activities are carried 
out within the framework of larger endeavours, 
and some, at least, of the objectives of the 
design problems reflect the goals of the encompas­
sing problems. 

11.4 More than one person or body of persons may be 
in a position to nominate the objectives of a 
design problem, and more than one person or body 
of persons may be empowered to contribute decisions 
in its solution. The group of people so empowered 
constitute a coalition formed for the pursuit of 
common, allied - or even, in part, opposed - ends. 
In such a situation the procedure is a dynamic 
one, where each decision is made, and any objec­
tive may be reviewed, by common consent, according 
to the aims and bargaining powers of the participants. 

11.5 Many design problem solving activities are carried 
out in opposition to competitors. It can be .argued 
that in the absence of human competitors, a project 
is conducted 'against nature'. In every case, 
therefore, the design activity is dynamic and spread 
over time,, each decision being taken in the light 
of the actual or potential counteractions open 
to competitors. 

11.6 Within this framework, a design problem is defined 
as follows; 
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Given (by the arbiter(s)) 

A set of properties which axe required to be 
exhibited in the end result; a specification 
of the ways in which varying states of the 
various properties will be regarded as providing 
varying degrees of satisfaction, including any 
limits to the acceptable ranges of states of the 
properties! a specification of the relative . 
importance which is attached to the satisfac­
tion of the various requirements! the set of 
decision variables which are to be accessible to 
the decision maker(s), and which govern or partly 
govern the states of the properties! the limits to 
the ranges of states of the decision variables 
which are to be open to the discretion of the 
decision maker(s)! and the set of context 
variables which are NOT to be at the discretion 
of the decision maker(s), but which partly govern 
the states of the propertiess 

It is required (of the decision maker(s)) 
to select a set of states of the decision variables 
such that the satisfaction of the requirements, 
weighted according to their importance, is 
optimiseds 

Provided that 
the states selected for the decision variables are 
mutually compatible; the states selected for the 
decision variables lie within their respective 
limits of discretion; the laws governing the 
relationships between decision variables, context 
variables and properties are complied with; the 
resultant states of the properties are mutually 
compatible; and that none of the states of the 
properties lies outside their respective limits 
of acceptability. 

11.7 The function of conceiving solution hypotheses, or 
design ideas, has hitherto been regarded as the 
principal 'human' contribution to designing. 
Advanced automatic data processing techniques, 
however, offer the possibility of exploring 
mechanically all the feasible combinations of 
va.lues for given decision variables. Creativity 
in this sense might well, therefore, become a 
less valuable human facility as time goes on, 

11.3 The functions of nominating objectives and rating 
them for importance remain essentially human and 
largely subjective. Social science techniques can 
be employed to discover the value systems of indivi­
duals or classes of people, and logical tools can be 
employed to compute with the data obtained, but 
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those are only means for malcing explicit the 
human and subjective.value judgements about 
goals, ?;hich must be made by the people 
concerned. Perceptiveness in discerning worth­
while objectives, and judgement in rating them 
for importance, might well become more valuable 
a human facility as time goes on. 

A major deficiency in the present state of the 
art of designing is the almost complete lack 
of data on the value systems extant in the 
community, or employed in design practice. 

11.9 Techniques for the handling of all the phases 
of design exist, at least in principle, within 
the disciplines of management science, operational 
research and the various branches of technology. 
An essential part of the designer's skill is to 
be acquainted with these disciplines and to be 
able to discern which techniques are appropriate 
to what phase. 

A second major deficiency in the present state of 
the art of designing is the almost complete lack 
of case study evidence as to the techniques employed, 
and the degree to which each lias been found 
effective, in various classes of design problem. 

11.10 The laws connecting the decision variables, context 
variables and output properties in a particular 
design problem constitute the disciplines of 
physics, mechanics, structures, production engineer­
ing, economics, marketing, aesthetics, ergonomics 
etc., appropriate to it. Some of these disci­
plines are highly developed and some are not. 

The third major deficiency in the present state 
of the art of designing is the paucity of tabula­
ted data, based upon case studies, from which 
general laws might be distilled in those disci­
plines which are underdeveloped. 

11.11 The structure of the design process, as conceived 
in this thesis, may be summarised by the following 
definitions; 

1 A PROPERTY 
is an attribute, quality or condition in man's 
environment. A property may take two or more states. 
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^J8f 

signifies a property 

P signifies a particular property (where 
n is an identifying letter or number) 

P (x) signifies a particular state x of 
property P (where x is either an 

identifying letter or number, or a 
value for property P according to 

some appropriate scale). 

Certain properties may, in a particular case, 
co-exist with other properties and may be in some 
interdependent relationship with then, 

P = fPp (where f signifies some given relationship 

with, or function of, P ?). 

2 A GOAL 
is a state of satisfaction in a person or a body 
of people with a property or a particular state 
of a property. 

0 signifies a goal 

0 signifies a particular goal (where n 
is an identifying letter or number) 

0 (y) signifies a degree of fulfillment y of 
goal 0 on the scale zero-to-unity 
(where, when the goal is completely 
fulfilled, then y = 1; when the goal 
is partly fulfilled yot remaining within 
the limits of acceptability, then 
1>y>«5* when the fulfillment of the 
goal is at the threshold between accep­
tability and non-acceptability, then 
y = ,5; and when the degree of fulfill­
ment of the goal is below the thresh­
old of acceptability, then yst.5)» 

Varying degrees of fulfillment of the goal 'may be 
associated with varying states of the property. 

P (l) or P (m) signify threshold states 1 

or n of property P (that is to say, 
they are states or P associated with 
0- (y) = .5). 

Y, 
v^' 

n 
P (u) signifies the ideal state u of 

property P (that is to say, a state of 
P associated with 0 (y) = 1). 
n n' 
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The association between the degrees of fulfilment 
of a goal and the varying states of a property may 
be expressible in the form of a lav/ (see fig ll.l). 

0 = fp (where f signifies some given relationship 
n n \ 

with, or function of, P ;. 
n 

3 THE MTING 
of a goal is the weighting to bo applied to the 
degree of fulfilment of the goal v/hen calculating 
its contribution to the overall fulfilment of 
a set of goals* 

r signifies the rating r of goal 0 
o ° to n 

(where r is any appropriate factor). 

4 A GOAL DIILECfED ACTIVITY 
is action undertaken for the purpose of achieving 
fulfilment of a goal or a set of £oals. 

5 A PROBLEM 
is a condition where the identity of a property, 
the law connecting a property with its associated 
CL2iLi? the rating; of a goal or the nature of the 
action to be taken in a, .-goal directed activity 
is not apparent or is open to choice. 

A problem is itself a property, one of whose 
states is the unresolved condition and the other 
of whose states is tho resolved condition. 

6 A PROBLEM SOLVEIG ACTIVITY 
is a goal directed activity in which the goal is 
to achieve the resolved condition of a problem. 

7 AN OBJECTIVE 
is the goal of a problem solving activity. This 
term is employed to assist in distinguishing 
between an immediately desired condition (the 
resolved condition of the problem) and an ultimately 
desired condition (the most acceptable achievable 
state of the property associated with the goal of 
the goal directed activity to which the problem 
solving activity relates;. 

0 signifies an objective. The notation 
for objectives is identical with that 
for goals. 

8 A DESIGN ACTIVITY 
i-s a- problem solving activity in which the 
ebjactive(s) relate to the moans for providing 
the properties of some artifact or aggregation of 
artifacts. 

^ 
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9 A DECISION MAKER 
* is a person or a body of people who conducts a 

problem solving activity 

10 A DESIGNER 
is it decision moker in a design activity 

* 11 A DECISION VARIABLE 
is a condition which governs or contributes to 
governing the state taken up by a property and 
over which the decision maker(s) in a problem 
solving activity are entitled to exercise 
control, A decision variable may take two or 
more states. 

'% 
D signifies a decision variable 

D signifies a particular decision 
variable (where n is an identifying 
letter or number). 

* D .(i) signifies a particular state i chosen 
for decision variable D (where i 

is either an identifying letter or 
number, or a value for decision 
variable D according to some approp­
riate scale). 

Varying states of the decision variable may be 
associated with varying states of its dependent 
property. The relationship between states of the 
decision variable and states of the property may 
be expressible in the form of a law. 

P = f D (where f signifies some given relationship 
with, or function of, D ) 

' n 
The range of states of a decision variable access­
ible to the discretion of the de ci si on maker(s) nay 
be limited. 

© 
D (g) and D (h) signify limiting states g and 

h respectively of decision variable 
D in the range of accessible states 

of D (where g and h are identifying 

letters or numbers, or values according 
to some appropriate scale). 

Amongst the states of the decision variable 
accessible to the decision maker(s) there may 
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be some states which are more desirable and other 
states which are less desirable, NOT because 
of their effects upon the property controlled 
by that decision variable, but because of cer­
tain merits or demerits attached to the states 
of the decision variable itself. The appre­
hension of comparative merits in different 
states of a decision variable implies that it 
is itself the subject of a goal, and under 
these circumstances the decision variable is, 
at the same time, a prpperty and a factor 
governing a property, 

P = fD (where f signifies some given relationship 
with, or function of, D ). 

£>-] » P„ (where = signifies 'is identical with'). 

In addition, in a given problem, one decision 
variable may co-exist with other decision 
variables, and may have some sort of interdepend­
ent relationship with one or more of them. ^ -p^. r p ^ 

D = flJ? (where f signifies some given relationship ""* ̂ **"n 

with, or function of, D ), 

12 A CONTEXT VARIABLE 
is a condition which contributes to governing 
the state taken up by a. property and over which 
the decision maker(s) in a problem solving acti­
vity CANNOT exercise control, A context variable 
may take one or more states. 

C signifies a context variable 

C signifies a particular context variable 
n (where n is an identifying letter or number) 

C (k) signifies a particular state k of context 
n variable C (where k is either an identifying 

letter or number, or a value for C according 
to some appropriate scale). 
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Varying states of the content variable, in 
conjunction with varying states of a decision 
variable, nay be associated with varying states 
of the dependent property. The relationship 
between states of the context variable, states 
of the decision variable and states of the 
property nay be expressible in the forn of a 
lau, 

P = f(C , D ) (where f signifies sone relation­
ship with, or function of, C and D ). 

13 AN ARBITER 
in a goal directed activity is a person, a body 
of people or a condition in nature who nominates 

fe a property; determines the law which is to 
connect varying states of the property with 
varying degrees of fulfillment of the goal; 
assigns a rating to a goal; nominates a decision 
variable which is to be at the discretion of the 
decision maker(s)j assigns limits to the range 

, of states of a decision variable accessible to the 
decision maker(sj; determines the laws which are 
to connect any interdependent properties, to 
connect the decision variables and context 
variables with the properties, and to connect 
any interdependent decision variables; and 
determines the state which a context variable 

% is to take up. An arbiter may or may not at the 
same time be a decision maker. 

14 A GOAL-DECISION SYSTEM 
is a condition where a goal is governed by a property 
which in turn is governed by at least one decision 
variable, with or without an associated context 

* variable. A goal-decision system contains one and 
only one property. 

0 = fP = f(C , L ) (where f signifies some rela­
tionship with, or function of, P or C 
and D ) . n 

n ' 

In a given problem solving a c t i v i t y , the set of 
goals towards the attainment of whioh the a c t i v i t y 
i s directed may give r i s e to a complex of goal-
docision systems. Two goal-decision systems are 
said to be connected where the i r respect ive prop­
e r t i e s are interdependent and/or where thei r 
respect ive decision variables are in common or 
interdependent. Two or more connected goal-decision 
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systems must be handled as a s i n g l e complex 
system. Two unconnected g o a l - d e c i s i o n systems 

« may be handled independen t ly . 

15 A STSmiATT C MODEL 
°f a g o a l - d e c i s i o n system or a complex of g o a l -
d e c i s i o n systems i s a l o g i c a l model i n d i c a t i n g the 
r e l a t i o n s h i p s of a l l the d e c i s i o n v a r i a b l e s , con tex t 
v a r i a b l e s , and p r o p e r t i e s i n the s y s t e m ( s ) . 

* ' (see f i g s 11.2 and 1 1 . 3 ) . 

16 A HIERARCHICAL MODEL 
of a complex of g o a l - d e c i s i o n systems i s a l o g i c a l 
model i n d i c a t i n g which s e t s of g o a l - d e c i s i o n systems 
may be regarded as be ing groups , having a g r e a t e r 
r i c h n e s s of i n t e r c o n n e c t i o n between themselves 
than between the group and o the r g o a l - d e c i s i o n 
systerns ou t s ide the group? which s e t s of groups 
may be regarded as be ing g r e a t e r groups? and so 
on, i n a h i e r a r c h y , u n t i l the whole complex i s 
embraced, (see f i g 1 1 . 4 ) . 

* 1 7 A PROGRAMME 
for a complex of goal directed activities is a 
logical model indicating which activities are 
dependent for their commencement or completion, 
upon the completion of which other activities. 

18 A PERFOPJAMCE SPECIFICATION 
• is the set of ordered pairs of goals and their 

associated ratings in a goal directed activity. 
Since the nomination of a goal is meaningless 
without reference to the property which governs it, 
and to the law connecting the goal with the 
property, a performance specification must nominate 
these, too, 

{((0i - " i K j > ((ft.= ̂ }'\) 
((0 =fP),r ]l signifies a performance 

^ specification, with goals 0 , 0„ ....0 

19 A PROPOSAL 
i s a s e t of s t a t e s chosen by the d e c i s i o n maker(s) 
for the d e c i s i o n v a r i a b l e ( s ) i n a problem s o l v i n g 
a c t i v i t y and of fe red as a p o s s i b l e means for meeting 

» the performance a p e c i f i c a t i o n . 

) b \ ( i ) , D ( i ) , . . . D ( i ) ( s i g n i f i e s a p roposa l i 

fo r a s e t of d e c i s i o n v a r i a b l e s D . , D„ . . . , D 
V 2 n 
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20 A DESIGN 
^s a proposal in which t_ho_ decision variables 
relate to the configuration of an artifact or 
an aggregation of artifacts. 

21 TIE PORFOfilAiTCE 
corresponding to a given î rcgoosgel is the set of 
states of J>J£22£Z^^A£S. v îich ore exhibited in the 
outcome, or v/hich would he exhibited in the out­
come if the proposal -were to "be implemented. 

JP, (x), P0(x) ..... P (x)Z signifies a perfor-
*- •* mance x of a set of 

properties Pn,P0....P . • Y' 2 n 

JP (x)s P (x) ..... P (xjl = h D (i), D0(i) ..... U 2 n / 1 1 , ^ ( i )j 

where f signifies some 
function of proposal i. 

22 THE MERIT 
of a performance is the set of the degrees of 
attainment of the set of goals defined in the per­
formance specification. 

JO (y), 0 (y) ..... 0 (y)j- signifies the merit 
y of a performance 
in respect of a set 
of goals 0, , 0„...0 

ja^y), 02(y) ..... 0n(y)} = fj^U), ̂ (x) ..... « 
P 
n' 

where f is some 
function of perfor­
mance x. 

23 THE HJD3X OP MERIT 

rated degrees f̂ fulfilment of the goals to the 
sum of the ratings. 

M.y(t) = ( r
0 l ' E L ^ 

r r r 
1 2 n 

(when all the goals are fully attained, then 
t = 1. when some of the goals are partly 
attained, then t<l. Larger values of t 
indicate greater merit than smaller values 
of t. When t or any one value of y is loss 
than .5s then the performance is not acceptable. 



'% 

where 

signifies an index of merit. 

M. signifies the index M for the iy =, oorformance y relating to a nro-
^ -. . 

pes ax 1. 

M. (t) signifies a particular value t of 
^ index M. (whore t is some number 

between 'zero and unity) . 

* M. (t0) signifies a particular value t_ of 
iy N 2 2 
2 index M. whore the state x of the 

index ojr expediency Pw is also taken 
into account. ~i 

24 THE .EXPEDIENCY 
o p a proposal is the value to the participants of 

^ proceeding with the iinploment tion of it, in view 
of the relations which may exist between the mar- ' 
ginal cost of servicing the capital to be employed, 
the return it can be expected to produce (if 
successful), and the probability of success. 
Expediency may thus be a property in the problem. 

js An index of expediency is given by; 

l 

Hi -
= P i 

- 1 
Q j'.w] 

where 

PT,T signifies the property 'expediency' 

P-p signifies the expediency of proceeding 
i with proposal i 

R. signifies the expected return per 
cent on capital employed by proposal 
i 

P. signifies the marginal cost per 
cent of servicing the capital employ­
ed 

Q signifies probability 

4?CP / o signifies the probability that 
5P W? S -P 
i n j performance x of the s e t of p roper 

" i" n a p p „„„„,, P 

1 2 . . . n 

ties P,,P_ ..... P will, in the 
event, be achieved 

A negative index of expediency suggests that, on 
financial grounds at least, the proposal should 
not be proceeded with. The expected return R. 
might reflect the merit of the proposal in other 
respects. 



E. = fM. (t) 
1 iy' 

The overall merit of tho proposal, including its 
performance in respect of expediency is given by; 

'Vh> - s(v°»(yHv -!dJ . 

1 

sT r + r-D £ o P 
n E. l 

wnero 

LI. (t0) signifies tho state t of the index 
2 *" of morit M associated with perfor­

mance y of proposal i, taking into 
account its expediency P_ . 

i 
r~, signifies tho weighting to be given 
E. to financial expediency in calculat­

ing overall expediency. 

25 AN EXPEDIENCY MATRIX 
is a display of the indices of expediency or 
imclices of merit including expediency associated 
with various alternative proposals and various 

ifln I. ni.nl.. .—•—.•,. 
possible outcomes. Amongst the alternative 
propcsals considered might bo the proposal to 
abandon the project. The possible outcomes 
tabulated might be those associated with selected 
points in the distribution of the ranges of 
states of these nrp_poî ti_es which, are the outputs 
of probabilistic systems (fig 11.5)° 
26 PROBLEM SOLVING PROCEDURE 
in a problem solving activity consists in action 
calculated to complete the following phases; 

1 Given the performance specification relating 
to the activity; 

2 Given a set of ranges of the set of decision 
variables at tho discretion of the decision 
maker('s"jT 

3 Identify the laws connecting any interdep­
endent properties nor 

"* menace specification; 
endent properties nominated by the porfor-

4 Identify the complex of goal-decision systems 
connecting the decision variables and any 
context variables with the properties, 
together with the laws governing the 

' systems: 
4 5 Identify the lav/s connecting any interdepend­

ent decision variables; 
6 Establish the prevailing st-tes of the 

context variables: 
7 Postulate one or more proposals for a sot 

of compatible states of the docision 
variabless 
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8 ."Dotormino the pcTfojrmg.noe which, would arise 
from the implementation of each of tho 
proposals'' 

9 Determine thermerits of each performance? 
10 Calculate the index of.rao'i'ijt relating to 

each porformanco, WOT taking into account 
its performance in respect of expediency. 

11 Determine the expediency of proceeding with 
each proposal. 

12 Calculate tho index of merit relating to 
each performance, INCLUDING its performance 
in respect of expediency, and select the 
host proposal. 

These phases may he represented symbolically thuss 

1 Given requirements 

2 Given resources - ~ / O 
|/D1(g)sD1(h))?j732(g),D2(h)\ .... ((Dn(g),D(h)U 

3 Identify performance laws 
|(P 1=fP 2),(P 3=fP 4) .... (P ( n_ l }=fP n)] 

4 Identify svstems laws \~) 
^(P 1=f(C 1,D 1)j , (P 2-f(C 2,D 2)j .... ((P n=P(C n SP n))j 

5 Identify resource laws 
|(D 1 =fD 2),(D 3=fD 4) .... ( P ( n _ l ) = f P n ) j 

6 Establish context 

jc1(k)sc2(k) .... cn(k)7 

7 Postulate designs - -
^ ( i J j D g C i ) .... \d)l and •)D1(j),D2(j) .... \(jH 

8 Determine performances , _ 
TP-^aOyPpU) .... Pn(x)2 end S P ^ W ^ U ) .... P j w K 

9 Determine merits 
5"01(y)J02(y) . . . . 0n(y)? and Jo^ l jO^z ) . . . . O jz ) ! 

10 Calculate rated-objective merit-indices, emitting 
reference *o expediency 

<(r .6 (y) v ( r .0 (w) 
M. (t) - * °n n - and M. ( t ) - * °n n 

i y . . J W 

.2.0 2. o 
n n 



11 .Establish expediencies 

% 

? E (x) = .._i - 1, and ? E '™^ - * 

12 Calculate rated-objective merit-indices, including 
reference to expediency 

?.nd M (t2) . -

\5 r + rp 

Biy,(t2> 
"2 ^ r + r. 

2 -̂ r + r.D > o P„ 
*- n E. 

l 

27 HEIEaPvATIVB R O U T M E 
In practice, it is seldom possible to complete each 
phase in sequence. The performance specification 
for example, is often in a state of continuous develop­
ment and amendment, almost to the end of the problem 
solving activity. Problem solving procedure therefore 
frequently consists in the following routine, reiter­
ated for one goal-decision system after another 
as information becomes available and the overall 
picture clarifies (see fig 11.6); 

Ref. column no. 
in fig 11.3 

1 appraise overall problem in the light of 
the programme, systematic model, 
hierarchical model, partial solutions and 
merit indices, as developed so far 

2 select the next most dominant subproblem 
3 identify the arbiters entitled to nominate 

£ objectives in this subproblem 
4 in consultation with the arbiters, identify col 1 

the objectives in the subproblem 
5 identify the property defined by each col 2 

objective 
6 by agreement between the arbiters, assign col 3 

importance ratings to the objectives 
€ 7 in consultation with the arbiters, deter- cols 4 and 5 

mine the limiting states of the properties 
which are to be equivalent to the ideal and 
threshold degrees of fulfilment of their 
ro s pe c t ive ob j e c t ive s 

8 establish the relationships (internal or col 6 
- specific laws) connecting varying states 

of the properties with varying degrees of 
fulfilment of their respective objectives 

3P 



^ 

9 establish the domain of acceptability cols 4 and 5 
defined by the superimposition of the 
limiting states of the properties (if 
necessary, in order to gain a positive 
domain of acceptability, negotiate 
changes at 7? and repeat) 

10 identify the relationships (external cols 4 and 5 
or general laws) governing any inter­
dependence existing between the states 
of properties identified at 5 above 

A 11 establish the realm of feasibility defined cols 4 and 5 
by the compatible ranges of states of the 
properties (if necess-ry, in order to obtain 
a positive realm of feasibility, take an 
inventive step creating; new relationships 
at 10, and repeat) 

12 establish the arena, within which a perfor- cols 4 and 5 
1* mance must he found, as defined by the 

superimposition of the domain of accepta­
bility and the realm of feasibility (if 
necessary, in order to obtain a positive 
arena for performance, negotiate changes 
at 7j and/or create new relationships at 
10, and repeat) 

13 identify the context variables which col 17 
contribute to governing the goal-decision 
systems under examination (including those 
context variables which arise from suh-
prohlems already handled) 

14 identify the decision variables governing col 8 
n the states of the properties 

15 erect a (or improve the existing) system-tic 
model and hierarchical model of tho goal-
decision systems connecting the decision 
variables with the properties, and the 
properties with the objectives, in the 
subproblem 

* 16 identify the laws connecting the varying col 9 
states of the decision variables and 
context variables (inputs) with the varying 
states of the properties (outputs) in the 
goal-decision systems identified at 18 

17 establish tho ranges of states of the col 10 
individual context variables which apply 

* to the case in hand 
18 establish the context defined by the col 10 

superimposition of the prevailing states 
of the context variables 

19 establish the ranges of states available cols 11 and 12 
in the individual decision variables 

$ 20 identify the laws governing any inter- cols 11 and 12 
dependence existing between the states 
of the decision variables at 14 

21 establish tho scope of the design resource cols 11 and 12 
defined by.the compatible ranges of states 
of the decision variables (if necessary, 
in order to obtain a positive scope of 

* design resources, negotiate changes at 
19, and repeat) 



22 erect one or more analogues to represent 
the laws identified at 10, 16 and 20 

23 identify the decision makcr(s) entitled to 
select states of the decision variables in 
the subproblem 

24 hy agreement amongst the decision makers9 col 13 
and using the analogues erected at 22 for 
the laws at 20, select a self-compatible 
sot (design i) of states for the decision 
variabiles 

25 using the analogues erected at 22 for the col 14 
laws at I63 determine the resultant set 
(performance x) of states of the proper­
ties 

26 establish whether or not performance x cols 4 and 5 
lies within the arena for performance 
defined at 12 (if not repeat from 24), 
If no solution is obtainable, create new 
relationships between the properties 
at 10 (inventive step), or re-work sub-
problems giving rise to context variables 
at 13 (re-appraisal), or negotiate new 
limiting values for the properties at 7 
(re-statement), and repeat 

27 evaluate index t of merit y of overall cols 16 to 20 
performance x arising from proposal i 
in respect of all objectives handled so 
far (ratod-objective merit-index..!!,--(-t))" 

28 evaluate expediency-P^TX) "hT proceeding cols 20 to 24 
with proposal i """ 

29 re-evaluate index t? of merit y_ of .cols 25 to 27 
overall performancc-Xp arising from 
proposal i in respect of all objectives 
handled so far (ro-rni M. (t0)) 

iy2 2 
30 repeat from 24 (alternative design j) as 

often as necessary, or as often as time 
and money will permit, until the index 
t_ of merit z of overall performance 
wl is as high as possible (rated-
oojective merit-index MjZ2(t )) 

31 identify and validate any critical assump­
tions or approximations made during the 
course of the solution of the subproblem 

32 repeat from 1 until the overall problem is 
resolved 

11,12 The argument and definitions developed in this 
thesis are offered -as' a conceptual framev/ork within 
which' further case studios and more detailed tabula­
tions might be accumulated. 
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morî a'io^ 

PooRor det(*K di/o^li^r 

"6j7.t 



fb 

# 

mavlielrmg gualiKy rfetigw cdiayime 

uKtlik 

Of *vea*f 

au ail al»i lily 

CmoiiUiK 

iwarkerii^ 

(•vorioahb* 

aerilcifitr 

e/gofc-owvuf 

hurt^er OUIWK o(i7 uplift*' 

! * ^ 
7-7 



« 

'ft' 

* 

& 

r*a*i*uft +Ue5«; bu ^earx o i +vete'. 

rVtft & (AarWeimq ouamy deru* dtrciplme 

eco*o»«y 
ot- i*<an 

£r<DO *\o*\ ics 

jfirutJrur* 

5 proa'vjdf'io* 

~"TLe derwK cfi/apUe/ comfWukf a COKMHUU* 

L 



% 

I. $•• 

T~k* ^(arioAfAips oetaeeA fk« proptrhef and fUir tOMrollmq 

C O K M ' a*d dccV/oK variaUer an gomiwct lou law* IA -K* 

^farrval world 

i£ 4, 9.1 13 



'% 

m 

"JflSl 

% 

» 

operational wiodtl 

\M designer uie/ operahonal modelr fe -trxulafc Re 

proWa* and fc p/tdttt fie oufeojwe iw fi< real Kjor/of 

of propoialr nWe »^ i i / defle* 

4; 9-3 

* 

^ 



m 

% 

« 

1 

abioluri iwpotfib'Jitj or an in+tnilV v/arieL 

or poffibilifre/ 

Har a die mil How 6 ah A J I roll 

Hal a (oivv mil come cfow* neadr 

abiolul'ip (criainlj 

* 1—i—|—I—i i i—i_J 
5 1 

CerfQwL Kale 

» 
tj9.3 

v. 



"V 

'-¥ 

scow ok rtyeortU 

dena*. <W ( 

eUueloppW' * 

.4U 

As 4te meavtk, deftoKv and do.\)Q.\op**<*)f eUvrif prmjftsM, 

so fkp uwcetrhjiKiL afcoulr f U AaKtr« of- + U r«<auir£t*«Kl(r 

a*d Hv? effectae**// of ft« cad pvodocY iV reduced. 

^ 



•^ 

» 

'%} 

Z5H 

mid feouir«d % 

cerfQivvKi 

Tke ^leld1, ai a pcrcewfeu* of Capifa/ employedt lj rcduW fe 
relafe h t U dejwe of ri/k affacked to ih 

^ 9-S 



: # 

'# 

'^w 

*• 

ZXptsXli 

nelWn 

» 

uiefd of ptrctJ <* tap\i*\ 

e*p/ou«d, apffopnJti fe nrt 
basic cosh, plus 

r}danddt plus 

allowance -tor rerun* 

on capital t*tp/oued 

basic cosh plus 

r, d and d cosh 

COST d rtdaiJd 

basic cosh 

ctrlaink 

residual risk IT 

ftd and d ftfmnal 

at leuei sLo^n 

ike researck, CUJIUJK and cV«v/€iop»n«n.r* acho'iL siould nor norW/u 

be GtWinued tajoKd t i e poink H U K I'oW co/tr indvdin* an 

allowance -for a rentm, OK capital QOprop+iak t f i e rift 

Involved, malii f ie Hptilfed Ketar*. 

i , 9.C 



9 

p
ro

p
o
sa

l k 
L 

• 

J 

possible outcome 

u 

M. 
M = 

M • 

u> 

M-
M: 

M* 

X 

M-

M-

M-

116 

A pflkj-OTT i*cw/y pjk ouf tkc Mtrir* of t i e various 

possible outcomes associakd wilw alfarvaJiW proposals, h 

S\i*.pliiu selecti'orx 

4jg 9.7 



# 

* 

I % 

pay-off wifllr/V -or 

projraiwme reappraisal 

of Qacin sfaqe. 

Ike o^pec/iencu of conuvvuiwe, a*d o* alfcrhaKw course; of 

OCKOK, rwcufr ufuallu be appraise, a* at" eack sfejqe 

% 



Marginal references 

marginal ref. 1 

marginal ref. 2 

marginal ref. 3 

marginal rof. 4 

marginal ref. 5 

marginal ref. 6 

marginal ref. 7 

marginal ref. 8 
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The unavoidability of reference to 
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is well argued on p. 29 of I.D.J. Bross's 
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The: terms used in the present paper 
also owe •-. great deal to those used 
in Horst Rittel's The universe of design, 
University of California, Berkeley, 1966. 
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ation arc used in separate chapters 
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questions revolve. 
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The 'black box' idea is well described 
in A guide to operational research, 
Eric Duckworth, Methuen, 1962. 
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inconvenience of qucueing or other non­
cash premiums replace the price 
mechanism. In any case, the tendency 
to a rise in price accompanies scarcity. 
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Institution of Production Engineers, 
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Cybernetics and management, English 
Universities Press, 19595 and Gordon 
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been proposed, for example J. Christ­
opher Jones, 'A method of systematic 
design', Conference on Design methods, 
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Postscript 

The designer of this hook, Brian Grimbly, has known 
the author for a numher of years, Whilst art 
editor of DESIGN magazine he prepared many of the 
author's articles for print, Their co-oporation 
has always been a -two-way process, and wherever 
possible the typographic aspects of communication 
have been allowed to play a role ah initio in the 
shaping of the argument. It seemed appropriate 
to continue this co-operation in the present case, 
and to use the task of designing the hook as a 
worked example of the ideas presented in the text. 

The following is therefore a record, using the 
notation set out in the body of the hook, of 
Mr. Grimhly's train of reasoning in arriving at 
his design. For a test of the adequacy of that 
reasoning, the reader should look hack at the hook 
itselfs 
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